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It is proven that an orthonormal basis of ondelettes can never have exponential localization in both position space and momentum space.

## I. INTRODUCTION

Orthonormal bases of ondelettes have been the most effective localizations of phase space to date. This is to be expected, since they are related to renormalization group ideas. ${ }^{1,2}$ For example, Meyer and his co-workers have constructed an orthonormal basis of ondelettes that are Schwartz functions with compactly supported Fourier transforms. ${ }^{3}$ More recently, an orthonormal basis of compactly supported class $C^{N}$ ondelettes ${ }^{4}$ have been constructed for arbitrary $N$. Since compact support is impossible in both position space and momentum space, it is natural to ask whether ondelettes with exponential falloff in both position space and momentum space exist. The answer is no, and this no-go theorem is proven here. The key to our proof is based on the intimate connection between smoothness properties and moment properties, which (we show) must hold for ondelettes.

Although one is usually interested in a basis of ondelettes, it makes sense to speak of an individual ondelette.

Definition: A square-integrable function $\varphi$ on $\mathbb{R}^{d}$ is an ondelette if and only if the functions $\varphi_{L, n}$ defined by

$$
\begin{equation*}
\varphi_{L, n}=L^{-d / 2} \varphi\left(L^{-1} x+n\right) \tag{1}
\end{equation*}
$$

are mutually orthogonal for $L=2^{-r}, r \in \mathbb{Z}$, and $n \in \mathbb{Z}^{d}$.
One of the reasons for the current interest in various bases of ondelettes is the amount of phase space localization the ondelettes can have. ${ }^{3,4}$ Such orthonormal bases circumvent the strong uncertainty principle of Balian and Low, ${ }^{5-7}$ so our no-go theorem for ondelettes should not be confused with their no-go theorem. They consider the rather different game of tiling phase space with functions of the form $e^{i \pi m \cdot x} f(x+n)$, and their uncertainty principle states that for such a function $f$ the standard deviations $\Delta_{f} x$ and $\Delta_{f} p$ in position space and momentum space, respectively, cannot both be finite.

Remark 1: Actually, our definition of "ondelettes" is more restrictive than the popular one, which includes frames ${ }^{4}$ and continuous decompositions as well as orthonormal bases.

Remark 2: Very recently, Bourgain ${ }^{8}$ has tiled phase space with functions of the form $f_{m}(x+n)$ having the property that $\Delta_{f_{m}} x$ and $\Delta_{f_{m}} p$ are not only both finite but also bounded uniformly in $m \in \mathbb{Z}^{d}$. The general idea is to obtain better phase space localization by sacrificing the discrete translational symmetry of the basis in the momentum directions while simultaneously preserving uniformity in the standard deviations. On the other hand, this new orthonormal basis does not match the degree of phase space localiza-
tion attainable by ondelette bases. Indeed, Bourgain's phase space localization is optimal because there is no basis $f_{m}(x+n)$, such that

$$
\begin{align*}
& \int d x\left|f_{m n}(x)\right|^{2}\left[1+\left|x-\langle x\rangle_{f_{m n}}\right|^{2}\right]^{1+\epsilon} \leqslant c,  \tag{2}\\
& \int d p\left|\hat{f}_{m n}(p)\right|^{2}\left[1+\left|p-\langle p\rangle_{f_{m n}}\right|^{2}\right]^{1+\epsilon} \leqslant c \tag{3}
\end{align*}
$$

for some $\varepsilon>0$. This negative result is due to Steger. ${ }^{9}$
Yet another difference between our theorem and the Ba -lian-Low theorem is that completeness of the basis plays a vital role in any proof of their necessarily stronger conclusion. Completeness plays no role in the proof of our ondelette theorem.

## II. VANISHING MOMENTS

Before we prove the main lemma, we prove a special case for which the intuition is clear.

Lemma 1: Let $\varphi$ be an ondelette for which $\hat{\varphi}(p)$ is continuous and bounded and integrable. Then the zeroth-order moment of $\varphi$ must vanish.

Proof: We assume $\hat{\varphi}(0) \neq 0$ and show how orthogonality leads to a contradiction. Since $\hat{\varphi}(p)$ is integrable, we know that $\varphi(x)$ is a bounded continuous function that vanishes at infinity. Pick a fixed scale $L_{0}=2^{-r_{i j}}$ small enough to guarantee $\varphi\left(L_{0} n_{0}\right) \neq 0$ for some $d$-tuple $n_{0}$ of integers, and set $x_{0}=L_{0} n_{0}$. Thus

$$
\begin{equation*}
\int e^{i x_{i} \cdot p} \hat{\varphi}(p) d p=\varphi\left(x_{0}\right) \neq 0 \tag{4}
\end{equation*}
$$

Now consider a small scale $L=2^{-r}$ which will be chosen as small as we need in the end. Obviously $x_{0}$ lies in the finer lattice of points $L \mathbb{Z}^{d}$ : we simply define $n_{L}=2^{r-r_{0}} n_{0}$ and note that

$$
\begin{equation*}
L n_{L}=x_{0} . \tag{5}
\end{equation*}
$$

It follows from the orthogonality of $\varphi$ and $\varphi_{L,-n_{L}}$ that

$$
\begin{equation*}
\int e^{i x_{n} \cdot p} \hat{\varphi}(p) \overline{\hat{\varphi}_{L, 0}(p)} d p=0 \tag{6}
\end{equation*}
$$

On the other hand, the integral in question is just $L^{d / 2}$ times

$$
\begin{equation*}
\int e^{i x_{0} \cdot p} \hat{\varphi}(p) \hat{\varphi}(L p) d p \tag{7}
\end{equation*}
$$

and by dominated convergence and the continuity of $\hat{\varphi}$, (7) approaches $\overline{\hat{\varphi}(0)} \varphi\left(x_{0}\right)$ as $L \rightarrow 0$. This yields the desired contradiction, because (7) would have to be nonzero for some nonzero value of $L$.

Remark: It is worth mentioning that the zeroth-order moment vanishes for the more general ondelettes as well, but for an entirely different reason. For frames and continuous decompositions ${ }^{4}$ the completeness property is used to verify the property

$$
\begin{equation*}
\int d p|p|^{-1}|\hat{\varphi}(p)|^{2}<\infty \tag{8}
\end{equation*}
$$

which seems essential to such expansions. We repeat that completeness is not used in the orthonormal case.

We can easily extend the proof of Lemma 1 to prove the more general lemma on vanishing moments.

Lemma 2: Let $\varphi$ be an ondelette for which $\hat{\varphi}(p)$ is class $C^{N+1}$ and $(1+|p|)^{N+1} \hat{\varphi}(p)$ is integrable. Then all moments of $\varphi$ of order $\leqslant N$ must vanish.

Proof: By Lemma 1 we know the zeroth-order moment vanishes. Suppose we have shown that all moments of order $\leqslant k-1$ vanish, where $k$ is an integer $\leqslant N$, and assume there are some nonzero $k$ th-order moments. Thus

$$
\begin{equation*}
\hat{\varphi}(p)=\left.\sum_{|\alpha|=k} \frac{1}{\alpha!} \frac{\partial^{|\alpha|}}{\partial p^{\alpha}} \hat{\varphi}(p)\right|_{p=0} p^{\alpha}+R_{k}(p) \tag{9}
\end{equation*}
$$

where $R_{k}(p)$ is the Taylor remainder and we use the standard multi-index notation. The zero set of the polynomial is an algebraic hypersurface in $\mathbb{R}^{d}$, so the bounded continuous function

$$
\begin{align*}
\sum_{|\alpha|=k} & \frac{(-i)^{\alpha}}{\alpha!} \overline{\left(D^{\alpha} \hat{\varphi}\right)(0)} \frac{\partial^{|\alpha|}}{\partial x^{\alpha}} \varphi(x) \\
& =\int e^{i x \cdot p} \sum_{|\alpha|=k} \frac{1}{\alpha!} \overline{\left(D^{\alpha} \hat{\varphi}\right)(0)} p^{\alpha} \hat{\varphi}(p) d p \tag{10}
\end{align*}
$$

cannot vanish identically because $\hat{\varphi}(p)$ is also continuous. We now pick a dyadic point $x_{0}$ at which (10) is nonzero in exactly the same way that we picked a dyadic point in the proof of Lemma 1. There is a $d$-tuple $n_{0}$ of integers and a scale $L_{0}=2^{-r_{0}}$ for which $x_{0}=L_{0} n_{0}$, and for smaller $L=2^{-r}, n_{L}$ is given by (5). Thus we have Eq. (6) and sogiven that (10) does not vanish at $x_{0}$-all we need to show is that we also have

$$
\begin{equation*}
\int e^{i x_{0} \cdot p} \hat{\varphi}(p) \overline{\hat{\varphi}(L p)} d p \neq 0 \tag{11}
\end{equation*}
$$

Applying (9) to $\hat{\varphi}(L p)$ we obtain

$$
\begin{align*}
& \int e^{i x_{0} \cdot p} \hat{\varphi}(p) \overline{\hat{\varphi}(L p)} d p \\
& = \\
& \quad \int e^{i x_{0} \cdot p} \overline{R_{k}(L p)} \hat{\varphi}(p) d p  \tag{12}\\
& \\
& \quad+L^{k} \int e^{i x_{n} \cdot p} \sum_{|\alpha|=k} \frac{1}{\alpha!} \overline{\left(D^{\alpha} \hat{\varphi}\right)(0)} p^{\alpha} \hat{\varphi}(p) d p
\end{align*}
$$

but by Taylor's theorem we have

$$
\begin{equation*}
\left|R_{k}(L p)\right| \leqslant c L^{k+1}|p|^{k+1} \sum_{|\alpha|=k+1} \sup _{|q|<c \epsilon_{j}}\left|\left(D^{\alpha} \widehat{\varphi}\right)(q)\right| \tag{13}
\end{equation*}
$$

for $|p| \leqslant \epsilon_{0} L^{-1}$. It also follows from (9) and the boundedness of $\hat{\varphi}(L p)$ that we have a bound for large $p$, namely,

$$
\begin{equation*}
\left|R_{k}(L p)\right| \leqslant c\left(1+L^{k}|p|^{k}\right) \tag{14}
\end{equation*}
$$

Since $|p|^{k+1} \hat{\varphi}(p)$ is integrable, we have the estimates

$$
\begin{align*}
& \int_{|p|>\epsilon_{0} L^{-1}}|\hat{\varphi}(p)| d p \leqslant c \epsilon_{0}^{-k-1} L^{k+1},  \tag{15}\\
& \int_{|p|>\epsilon_{0} L^{-1}}|p|^{k} \hat{\varphi}(p) \mid d p \leqslant c \epsilon_{0}^{-1} L \tag{16}
\end{align*}
$$

as well. Combining (13)-(16) we easily conclude that the first term in (12) is $O\left(L^{k+1}\right)$. As the second term is $\alpha_{0} L^{k}$ with $\alpha_{0} \neq 0$, we need only choose $L$ small enough to realize (11).

Theorem: If $\varphi$ is an ondelette, then it cannot have exponential localization in both position space and momentum space.

Proof: If $\varphi(x)$ and $\hat{\varphi}(p)$ both have exponential decay, then in particular $\varphi$ is a Schwartz function. It follows from Lemma 2 that all moments of $\varphi$ vanish. But this means that $\hat{\varphi}(p)$ vanishes at $p=0$ to infinite order, and so $\hat{\varphi}(p)$ cannot be real analytic. This contradicts the exponential decay assumed for $\varphi(x)$.

Note added: The author has learned that Y. Meyer was already aware of the connection between smoothness and vanishing moments but that no consequences were ever publicized.
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It is shown that the factoring property of the Tomimatsu-Sato metrics follows from the structure of special Hankel determinants. A set of linear algebraic equations determining the factors is found. The factors of the first five Tomimatsu-Sato metrics are tabulated.

## I. INTRODUCTION

Motivated by a recent result ${ }^{1}$ that the Tomimatsu-Sato (TS) metrics can be factored over the field of integers, I sought such a representation for higher TS metrics. Ernst ${ }^{2}$ and Hoenselaers ${ }^{3}$ have made the first observation that the $\delta=1,2$, and 3 TS metric functions can be factored in the form of the spectral decomposition $\left[g_{i k}\right]$ $=\left[O_{i m}\right]\left[\Lambda_{m n}\right]\left[O_{k n}\right]$ where the matrix $\boldsymbol{\Lambda}=\left[\Lambda_{m n}\right]$ is diagonal and $\mathbf{O}=\left[O_{i k}\right]$ is unimodular. I obtain here the factors of the $\delta=4$ and $\delta=5 \mathrm{TS}$ metrics. The following pattern now emerges: The TS metric functions (4) with an odd $\delta$ can be written

$$
\begin{align*}
& A=\lambda_{1} \rho^{2}+\lambda_{2} \sigma^{2}, \\
& B=A+\rho \pi+\lambda_{2} \sigma \tau, \\
& 2 \delta C=\lambda_{1} \rho \tau-\sigma \pi \\
& D=\lambda_{1}(2 B-A)+\pi^{2}+\lambda_{1} \lambda_{2} \tau^{2}, \tag{1}
\end{align*}
$$

where the factors $\rho, \sigma, \pi$, and $\tau$ are polynomials in $p^{2}, q^{2}, a$, and $b$ with integer coefficients. The even TS metrics have a similar form,

$$
\begin{align*}
& A=\rho^{2}+\lambda_{1} \lambda_{2} \sigma^{2} \\
& B=A+\rho \pi+\lambda_{2} \sigma \tau \\
& 2 \delta C=\rho \tau-\lambda_{1} \sigma \pi \\
& D=\lambda_{1}(2 B-A)+\lambda_{1} \pi^{2}+\lambda_{2} \tau^{2} \tag{2}
\end{align*}
$$

In these expressions,

$$
\begin{equation*}
\lambda_{1}=p^{2} a, \quad \lambda_{2}=q^{2} b . \tag{3}
\end{equation*}
$$

In Sec. III, the factoring property of the TS metric functions will be related to the structure of certain Hankel determinants. The homogeneous parts of $\pi$ and $\tau$ yield $2 \delta$ polynomials, to be called the primitive factors. The knowledge of the primitive factors $\pi(\delta, r)$ and $\tau(\delta, r)$, where $r=1,2, \ldots, \delta$, alone enables one to generate the $\delta$ th TS solution. In Sec. IV, the dual polynomials, defined by a pairwise interchange of variables, are considered. The dual of a primitive factor can be represented as a linear combination of either $\pi(\delta, r)$ or $\tau(\delta, r)$. One can use these linear algebraic relations to determine the values of the primitive factors. The factors of the first five TS metrics will be given in Table I, and their primitive factors are listed in Table II.

## II. TS METRICS

The TS metrics can be written in the form ${ }^{3}$

$$
\begin{align*}
d s^{2}= & \frac{B}{\delta^{2} p^{2 \delta-2}(a-b)^{\delta^{2}-1}}\left(\frac{d y^{2}}{b}-\frac{d x^{2}}{a}\right) \\
& +g_{i k} d x^{i} d x^{k}, \quad i, k=3,4, \tag{4}
\end{align*}
$$

where

$$
\begin{align*}
& g_{33}=b D / \delta^{2} B, \quad g_{34}=2 q(b C / B), \quad g_{44}=A / B  \tag{5}\\
& a=x^{2}-1, \quad b=y^{2}-1, \quad p^{2}+q^{2}=1  \tag{6}\\
& A D-\lambda_{1} B^{2}-4 \delta^{2} \lambda_{2} C^{2}=0 \tag{7}
\end{align*}
$$

and $\delta$ labels the solution of the vacuum gravitational equations. The first few solutions in the family are due to Kerr ( $\delta=1$ ) and Tomimatsu and Sato ( $\delta=2,3$, and 4) while the metric functions for an arbitrary positive integer $\delta$ were given by Yamazaki, ${ }^{4}$

$$
\begin{align*}
B= & A+G+H, \quad C=(p / 2 q b \delta)(Q+R-(\delta / p q) A),  \tag{8}\\
A= & F\left(\delta^{2}\right), \\
G= & 2 \sum_{r=1}^{\delta} c(\delta, r) F\left(\delta^{2}-r\right), \\
H= & 2 p x \sum_{r=1}^{\delta} d(r) a^{r-1} \sum_{r=r}^{\delta} c\left(\delta, r^{\prime}\right) F\left(\delta^{2}-r^{\prime}\right), \\
Q= & -\frac{2 p x}{p q} \delta \sum_{r=1}^{\delta} \sum_{r=1}^{\delta} q^{2} b^{r} a^{1-r} g\left(\delta, r, r^{\prime}\right)  \tag{9}\\
& \times F\left(\delta^{2}-r\right), \\
R= & \frac{\delta}{p q} \sum_{r=1}^{\delta} \sum_{r=1}^{\delta}\left(p^{2} a^{r} b^{1-r}-q^{2} b^{r} a^{1-r}\right) \\
& \times h\left(\delta, r, r^{\prime}\right) F\left(\delta^{2}-r\right),
\end{align*}
$$

with the numerical coefficients

$$
\begin{align*}
& c(\delta, r)=\delta-\frac{(\delta+r-1)!}{(\delta-r)!(2 r)!} 2^{2 r-1} \\
& d(r)=(-1)^{r-1} \frac{(2 r-2)!}{\left[2^{r-1}(r-1)!\right]^{2}} \\
& g\left(\delta, r, r^{\prime}\right)=\frac{r e(r) c(\delta, r)}{\delta^{2}} \sum_{t=r}^{\delta} \frac{t d\left(t-r^{\prime}+1\right) c(\delta, t)}{r+t-1}  \tag{10}\\
& h\left(\delta, r, r^{\prime}\right)=\frac{r r^{\prime} e(r) c(\delta, r) c\left(\delta, r^{\prime}\right)}{\delta^{2}\left(r+r^{\prime}-1\right)}
\end{align*}
$$

Einstein's vacuum field equations are a set of linear alge-

TABLE I. Factors of TS metrics.
$\delta=3$
$\rho=p^{2} a^{4}+q^{2} b^{4}-2 q^{2} b^{2}(a-b)(b-3 a)$,
$\sigma=p^{2} a^{4}+q^{2} b^{4}+2 p^{2} a^{2}(a-b)(a-3 b)$,
$\pi=\left(6 a^{4}+32 a^{3}+32 a^{2}\right) p^{3} x+p^{2} a^{2}\left(18 a^{2}+48 a+32\right)$
$+6 q^{2} b^{4}(p x+1)$,
$\tau=4 b\left\{p x[-6 a(a-b)-4 a+12 b+8]-9 a^{2}\right.$
$+12 a b+12 b+8\}$.
$\delta=4$
$\rho=F(8)+20 \lambda_{1} \lambda_{2} a b(a-b)^{4}$,
$\sigma=4(a-b)\left[p^{2} a^{4}\left(a^{2}-4 a b+5 b^{2}\right)+q^{2} b^{4}\left(b^{2}-4 a b+5 a^{2}\right)\right]$,
$\pi=(p x+1)\left[p^{2} a^{4}\left(8 a^{3}+80 a^{2}+192 a+128\right)\right.$
$+q^{2} b^{4}\left(120 a^{3}-192 a^{2} b+48 a^{2}+80 a b^{2}-128 a b\right.$
$\left.\left.-64 a+160 b^{2}+256 b+128\right)\right]$
$+p^{2} a^{5}\left(24 a^{2}+80 a+64\right)+q^{2} a b^{4}\left(40 a^{2}-96 a b\right.$
$\left.-48 a+80 b^{2}+128 b+64\right)$,
$\tau=4 b\left\{(p x+1)\left\{p^{2}\left[-20 a^{6}+48 a^{5} b-30 a^{4} b^{2}\right.\right.\right.$
$+(a-b)\left(160 a^{3} b-32 a^{4}+96 a^{3}+160 a^{2} b\right.$
$\left.\left.\left.+128 a^{2}\right)\right]-2 q^{2} b^{6}\right\}$
$+p^{2}(a-b)\left(-20 a^{5}+60 a^{4} b+32 a^{4}\right.$
$\left.\left.+80 a^{3} b+64 a^{3}\right)\right\}$.
$\delta=5$
$\rho=\left(p^{2} a^{6}+q^{2} b^{6}\right)^{2}+b^{2}(b-a)\left[2 q^{4} b^{6}\left(2 b^{3}-18 a b^{2}+45 a^{2} b-35 a^{3}\right)\right.$
$+p^{2} q^{2}\left(175 a^{4} b^{5}-545 a^{5} b^{4}+713 a^{5} b^{3}-535 a^{7} b^{2}\right.$
$\left.\left.+230 a^{*} b-50 a^{4}\right)\right]$,
$\sigma=\left(p^{2} a^{6}+q^{2} b^{6}\right)^{2}-a^{2}(b-a)\left[2 p^{4} a^{6}\left(2 a^{3}-18 b a^{2}+45 b^{2} a-35 b^{3}\right)\right.$
$+p^{2} q^{2}\left(175 b^{4} a^{5}-545 b^{5} a^{4}+713 b^{6} a^{3}-535 b^{7} a^{2}\right.$
$\left.\left.+230 b^{\star} a-50 b^{9}\right)\right]$,
$\pi=2 p x\left[p^{4}\left(5 a^{12}+80 a^{11}+336 a^{10}+512 a^{9}+256 a^{4}\right)\right.$
$+p^{2} q^{2}\left(525 a^{8} b^{4}-1920 a^{7} b^{5}+480 a^{7} b^{4}+2800 a^{6} b^{6}\right.$
$-2560 a^{6} b^{5}-800 a^{6} b^{4}-1920 a^{5} b^{7}+7040 a^{5} b^{6}+6656 a^{5} b^{5}$
$+2560 a^{5} b^{4}+525 a^{4} b^{8}-7680 a^{4} b^{7}-5760 a^{4} b^{6}+3072 a^{4} b^{5}$
$+3840 a^{4} b^{4}+2800 a^{3} b^{8}-2560 a^{3} b^{7}-10240 a^{3} b^{6}$
$\left.\left.+6144 a^{3} b^{5}+2800 a^{2} b^{8}+5120 a^{2} b^{7}+2560 a^{2} b^{6}\right)+5 q^{4} b^{12}\right]$
$+2\left[p^{4}\left(25 a^{12}+200 a^{11}+560 a^{10}+640 a^{9}+256 a^{8}\right)\right.$
$+p^{2} q^{2}\left(875 a^{8} b^{4}-3600 a^{7} b^{5}+6300 a^{6} b^{6}-5120 a^{5} b^{7}+5600 a^{5} b^{6}\right.$
$+8960 a^{5} b^{5}+4480 a^{5} b^{4}+1575 a^{4} b^{8}-9600 a^{4} b^{7}-11200 a^{4} b^{6}$
$+3840 a^{4} b^{4}+4200 a^{3} b^{8}-8960 a^{3} b^{6}-6144 a^{3} b^{5}+2800 a^{2} b^{8}$

```
```

```
\delta=1(Kerr metric)
```

```
\delta=1(Kerr metric)
    \rho=1,
    \rho=1,
    \sigma=1,
    \sigma=1,
    \pi=2(px+1),
    \pi=2(px+1),
    \tau=0.
    \tau=0.
\delta=2
\delta=2
    \rho=\mp@subsup{p}{}{2}\mp@subsup{a}{}{2}+\mp@subsup{q}{}{2}\mp@subsup{b}{}{2},
    \rho=\mp@subsup{p}{}{2}\mp@subsup{a}{}{2}+\mp@subsup{q}{}{2}\mp@subsup{b}{}{2},
    \sigma=2(a-b),
    \sigma=2(a-b),
    \pi=4[a+(a+2)(px+1)],
    \pi=4[a+(a+2)(px+1)],
    r=-4b(px+1).
```

    r=-4b(px+1).
    ```

TABLE I. (continued)
```

    \(\left.\left.+5120 a^{2} b^{7}+2560 a^{2} b^{6}\right)+5 q^{4} b^{12}\right]\),
    $\tau=4 b\left\{p x\left[p^{2}\left(-50 a^{10}+210 a^{9} b-140 a^{9}-300 a^{8} b^{2}+1380 a^{8} b+600 a^{8}\right.\right.\right.$
$+140 a^{7} b^{3}-2600 a^{7} b^{2}+1088 a^{7} b+1920 a^{7}+1400 a^{6} b^{3}$
$-4880 a^{6} b^{2}-2944 a^{6} b+1280 a^{6}+3360 a^{5} b^{3}-960 a^{5} b^{2}$
$\left.-3072 a^{5} b+2240 a^{4} b^{3}+1920 a^{4} b^{2}\right)+q^{2}\left(-140 a^{4} b^{6}+300 a^{3} b^{7}\right.$
$-40 a^{3} b^{6}-210 a^{2} b^{8}+120 a^{2} b^{7}+48 a^{2} b^{6}+50 a b^{9}$
$\left.\left.-140 a b^{8}-160 a b^{7}-64 a b^{6}+100 b^{9}+280 b^{8}+320 b^{7}+128 b^{6}\right)\right]$
$+p^{2}\left(-125 a^{10}+700 a^{9} b-1125 a^{8} b^{2}+2100 a^{8} b+1400 a^{8}\right.$
$+560 a^{7} b^{3}-4800 a^{7} b^{2}+2560 a^{7}+2800 a^{6} b^{3}-5600 a^{6} b^{2}$
$-4480 a^{6} b+1280 a^{6}+4480 a^{5} b^{3}-3072 a^{5} b+2240 a^{4} b^{3}$
$+1920 a^{4} b^{2}$ )
$+q^{2}\left(-175 a^{4} b^{6}+400 a^{3} b^{7}-315 a^{2} b^{8}+100 a b^{9}+100 b^{9}\right.$
$\left.\left.+280 b^{\text {® }}+320 b^{7}+128 b^{6}\right)\right\}$.

```

TABLE II. The primitive factors.
```

```
\(\overline{\delta=1}\)
```

```
\(\overline{\delta=1}\)
    \(\pi(1,1)=1, \quad \tau(1,1)=0\).
    \(\pi(1,1)=1, \quad \tau(1,1)=0\).
\(\delta=2\)
\(\delta=2\)
    \(\pi(2,1)=a, \quad \tau(2,1)=-\frac{1}{2} b\),
    \(\pi(2,1)=a, \quad \tau(2,1)=-\frac{1}{2} b\),
    \(\pi(2,2)=1, \quad \tau(2,2)=0\).
    \(\pi(2,2)=1, \quad \tau(2,2)=0\).
\(\delta=3\)
\(\delta=3\)
    \(\pi(3,1)=p^{2} a^{4}+\frac{1}{9} q^{2} b^{4}, \quad \tau(3,1)=a b\left(-2 a+\frac{\S}{3}\right)\),
    \(\pi(3,1)=p^{2} a^{4}+\frac{1}{9} q^{2} b^{4}, \quad \tau(3,1)=a b\left(-2 a+\frac{\S}{3}\right)\),
    \(\pi(3,2)=p^{2} a^{3}, \quad \tau(3,2)=b^{2}\),
    \(\pi(3,2)=p^{2} a^{3}, \quad \tau(3,2)=b^{2}\),
    \(\pi(3,3)=p^{2} a^{2}, \quad \tau(3,3)=b\).
    \(\pi(3,3)=p^{2} a^{2}, \quad \tau(3,3)=b\).
\(\delta=4\)
\(\delta=4\)
    \(\pi(4,1)=p^{2} a^{7}+q^{2}\left(5 a^{3} b^{4}-9 a^{2} b^{5}+5 a b^{6}\right)\),
    \(\pi(4,1)=p^{2} a^{7}+q^{2}\left(5 a^{3} b^{4}-9 a^{2} b^{5}+5 a b^{6}\right)\),
    \(\pi(4,2)=p^{2} a^{6}+q^{2} b^{6}\),
    \(\pi(4,2)=p^{2} a^{6}+q^{2} b^{6}\),
    \(\pi(4,3)=p^{2} a^{5}+q^{2} b^{5}\),
    \(\pi(4,3)=p^{2} a^{5}+q^{2} b^{5}\),
    \(\pi(4,4)=p^{2} a^{4}+q^{2} b^{4}\),
    \(\pi(4,4)=p^{2} a^{4}+q^{2} b^{4}\),
    \(\tau(4,1)=p^{2}(a-b)\left(-5 a^{5} b+11 a^{4} b^{2}\right)-\frac{1}{4} b^{3}\left(p^{2} a^{4}+q^{2} b^{4}\right)\),
    \(\tau(4,1)=p^{2}(a-b)\left(-5 a^{5} b+11 a^{4} b^{2}\right)-\frac{1}{4} b^{3}\left(p^{2} a^{4}+q^{2} b^{4}\right)\),
    \(\tau(4,2)=6 p^{2}(a-b) a^{3} b^{2}\),
    \(\tau(4,2)=6 p^{2}(a-b) a^{3} b^{2}\),
    \(\tau(4,3)=\frac{5}{2} p^{2}(a-b)\left(a^{3} b+a^{2} b^{2}\right)\),
    \(\tau(4,3)=\frac{5}{2} p^{2}(a-b)\left(a^{3} b+a^{2} b^{2}\right)\),
    \(\tau(4,4)=4 p^{2}(a-b) a^{2} b\).
    \(\tau(4,4)=4 p^{2}(a-b) a^{2} b\).
\(\delta=5\)
\(\delta=5\)
    \(\pi(5,1)=p^{4} a^{12}+\frac{1}{5} q^{4} b^{12}+p^{2} q^{2}\left(35 a^{8} b^{4}-144 a^{7} b^{5}\right.\)
    \(\pi(5,1)=p^{4} a^{12}+\frac{1}{5} q^{4} b^{12}+p^{2} q^{2}\left(35 a^{8} b^{4}-144 a^{7} b^{5}\right.\)
        \(\left.+252 a^{6} b^{5}-\frac{1024}{5} a^{5} b^{7}+63 a^{4} b^{8}\right)\),
        \(\left.+252 a^{6} b^{5}-\frac{1024}{5} a^{5} b^{7}+63 a^{4} b^{8}\right)\),
    \(\pi(5,2)=p^{4} a^{11}+p^{2} q^{2}\left(28 a^{5} b^{6}-48 a^{4} b^{7}+21 a^{3} b^{8}\right)\),
    \(\pi(5,2)=p^{4} a^{11}+p^{2} q^{2}\left(28 a^{5} b^{6}-48 a^{4} b^{7}+21 a^{3} b^{8}\right)\),
    \(\pi(5,3)=p^{4} a^{10}+p^{2} q^{2}\left(16 a^{5} b^{5}-20 a^{4} b^{6}+5 a^{2} b^{8}\right)\),
    \(\pi(5,3)=p^{4} a^{10}+p^{2} q^{2}\left(16 a^{5} b^{5}-20 a^{4} b^{6}+5 a^{2} b^{8}\right)\),
    \(\pi(5,4)=p^{4} a^{9}+p^{2} q^{2}\left(7 a^{5} b^{4}-14 a^{3} b^{6}+8 a^{2} b^{7}\right)\),
    \(\pi(5,4)=p^{4} a^{9}+p^{2} q^{2}\left(7 a^{5} b^{4}-14 a^{3} b^{6}+8 a^{2} b^{7}\right)\),
    \(\pi(5,5)=p^{4} a^{8}+p^{2} q^{2}\left(15 a^{4} b^{4}-24 a^{3} b^{5}+10 a^{2} b^{6}\right)\),
    \(\pi(5,5)=p^{4} a^{8}+p^{2} q^{2}\left(15 a^{4} b^{4}-24 a^{3} b^{5}+10 a^{2} b^{6}\right)\),
    \(\tau(5,1)=2 b\left\{p^{2}\left(-5 a^{10}+28 a^{9} b-45 a^{8} b^{2}+\frac{112}{5} a^{7} b^{3}\right)\right.\)
    \(\tau(5,1)=2 b\left\{p^{2}\left(-5 a^{10}+28 a^{9} b-45 a^{8} b^{2}+\frac{112}{5} a^{7} b^{3}\right)\right.\)
        \(\left.+q^{2}\left(-7 a^{4} b^{6}+16 a^{3} b^{7}-\frac{63}{3} a^{2} b^{8}+4 a b^{9}\right)\right\}\),
        \(\left.+q^{2}\left(-7 a^{4} b^{6}+16 a^{3} b^{7}-\frac{63}{3} a^{2} b^{8}+4 a b^{9}\right)\right\}\),
    \(\tau(5,2)=2 b\left\{p^{2}\left(\frac{21}{2} a^{8} b-24 a^{7} b^{2}+14 a^{6} b^{3}\right)+\frac{1}{2} q^{2} b^{9}\right\}\),
    \(\tau(5,2)=2 b\left\{p^{2}\left(\frac{21}{2} a^{8} b-24 a^{7} b^{2}+14 a^{6} b^{3}\right)+\frac{1}{2} q^{2} b^{9}\right\}\),
    \(\tau(5,3)=2 b\left\{p^{2}\left(\frac{5}{2} a^{8}-10 a^{6} b^{2}+8 a^{5} b^{3}\right)+\frac{1}{2} q^{2} b^{8}\right\}\),
    \(\tau(5,3)=2 b\left\{p^{2}\left(\frac{5}{2} a^{8}-10 a^{6} b^{2}+8 a^{5} b^{3}\right)+\frac{1}{2} q^{2} b^{8}\right\}\),
    \(\tau(5,4)=2 b\left\{p^{2}\left(4 a^{7}-7 a^{6} b+{ }_{2} a^{4} b^{3}\right)+\frac{1}{2} q^{2} b^{7}\right\}\),
    \(\tau(5,4)=2 b\left\{p^{2}\left(4 a^{7}-7 a^{6} b+{ }_{2} a^{4} b^{3}\right)+\frac{1}{2} q^{2} b^{7}\right\}\),
    \(\tau(5,5)=2 b\left\{p^{2}\left(5 a^{6}-12 a^{5} b+\frac{15}{2} a^{4} b^{2}\right)+\frac{1}{2} q^{2} b^{6}\right\}\).
```

```
    \(\tau(5,5)=2 b\left\{p^{2}\left(5 a^{6}-12 a^{5} b+\frac{15}{2} a^{4} b^{2}\right)+\frac{1}{2} q^{2} b^{6}\right\}\).
```

```
braic relations for the unknown functions \(F\),
\[
\begin{gather*}
\sum_{r=1}^{\delta} h\left(\delta, r, r^{\prime}\right) f\left(r+r^{\prime}-1\right) F\left(\delta^{2}-r\right) \\
=\delta_{r}^{1} F\left(\delta^{2}\right), \quad r^{\prime}=1,2, \ldots, \delta, \tag{11}
\end{gather*}
\]
where
\(f(r)=p^{2} a^{r}+q^{2} b^{r}\).
Yamazaki's solutions
\(F\left(\delta^{2}\right)=M_{\delta} / N_{\delta}\)
contain the Hankel determinant
\[
M_{\delta}=\left|\begin{array}{ccccc}
f(1) & f(2) / 2 & f(3) / 3 & \cdots & f(\delta) / \delta  \tag{14}\\
f(2) / 2 & f(3) / 3 & \cdots & & \vdots \\
f(3) / 3 & \cdots & & & \\
\vdots & \vdots & & & f(2 \delta-1) /(2 \delta-1)
\end{array}\right|
\]
and the normalizing factor is
\(N_{\delta}=\left|\begin{array}{ccccc}1 & \frac{1}{2} & \frac{1}{3} & \cdots & 1 / \delta \\ \frac{1}{2} & \frac{1}{3} & \cdots & & \vdots \\ \frac{1}{3} & \cdots & & & \\ \vdots & \vdots & & & \\ 1 / \delta & \cdots & & & 1 /(2 \delta-1)\end{array}\right|\).
The function
\[
\begin{align*}
& r e(r) c(\delta, r) F\left(\delta^{2}-r\right) \\
& \quad=(-1)^{r-1} \frac{\operatorname{det}(f(s+t-1) /(s+t-1))}{\operatorname{det}(1 /(s+t-1))}, \tag{15}
\end{align*}
\]
where \(\quad r=1,2, \ldots, \delta, \quad s=1,2 \ldots, r-1, r+1, \ldots, \delta \quad\) and \(t=2,3, \ldots, \delta\), is the cofactor of \(F\left(\delta^{2}\right)\) belonging to the element in the \(r\) th row and first column.

\section*{III. FACTOR STRUCTURE}

It follows from Eqs. (1), (2), and (8) that
\(G+H=\rho \pi+\lambda_{2} \sigma \tau\),
where the factors \(\rho\) and \(\sigma\) are homogeneous polynomials. Comparing (16) with Eqs. (9) we see that the function \(H\) contributes the terms linear in \(p x\) while \(G\) is the sum of terms without a factor \(p x\). Hence we can further decompose (16):
\[
\begin{equation*}
\pi=\pi_{0}+p x \pi_{1}, \quad \tau=\tau_{0}+p x \tau_{1}, \tag{17}
\end{equation*}
\]
where \(\pi_{i}\) and \(\tau_{i}\) are polynomials in \(p^{2}, q^{2}, a\), and \(b\) with integer coefficients. Both the function \(G\) and \(H\) is a linear combination of the homogeneous polynomials \(F\left(\delta^{2}-r\right)\). Thus considering terms in \(G\) and \(H\) of like homogeneity degree, each of the polynomials \(F\left(\delta^{2}-r\right)\) must factorize in the form
\[
\begin{equation*}
F\left(\delta^{2}-r\right)=\rho \pi(\delta, r)+\lambda_{2} \sigma \tau(\delta, r) . \tag{18}
\end{equation*}
\]

We have
\[
\begin{align*}
& \pi_{0}=2 \sum_{r=1}^{\delta} c(\delta, r) \pi(\delta, r),  \tag{19}\\
& \tau_{0}=2 \sum_{r=1}^{\delta} c(\delta, r) \tau(\delta, r) \tag{20}
\end{align*}
\]

The primitive factors \(\pi(\delta, r)\) and \(\tau(\delta, r)\) are polynomials in \(p^{2}, q^{2}, a\), and \(b\) with rational coefficients. They completely determine the TS functions. The factors satisfy the relations
\[
\begin{equation*}
\sigma=\frac{1}{\delta} \sum_{r=1}^{\delta} r c(\delta, r) d(r) \pi(\delta, r) b^{r-1} \tag{21}
\end{equation*}
\]
and
\[
\begin{align*}
& \rho=\frac{1}{\delta} \sum_{r=1}^{\delta} r c(\delta, r) d(r)\left[a^{r-1} \pi(\delta, r)-\lambda_{2} b^{r-1} \tau(\delta, r)\right] \\
& \text { for } \delta \text { odd } \\
& \sum_{r=1}^{\delta} r c(\delta, r) d(r) \tau(\delta, r) a^{r}=0 \\
& \sum_{r=1}^{\delta} r c(\delta, r) d(r) \pi(\delta, r) a^{r}=0, \quad \text { for } \delta \text { even. } \tag{22}
\end{align*}
\]

The primitive factors of the first five TS metrics are listed in Table II.

\section*{IV. DUALS}

Let \(P \in \mathscr{P}\) be an arbitrary polynomial in \(a, b, p x\), and \(q y\). We introduce the involutory automorphism of the ring \(\mathscr{P}\) of these polynomials
\[
\begin{equation*}
\mathscr{C}: \mathscr{P} \rightarrow \mathscr{P} \tag{23}
\end{equation*}
\]
defined by the mutual substitutions
\[
p x \Leftrightarrow-q y, \quad p^{2} \Leftrightarrow q^{2}, \quad a \Leftrightarrow b .
\]

The image (or dual) under \(\mathscr{C}\) of a polynomial \(P\) will be denoted
\[
P^{*}=\mathscr{C} P .
\]

The Hankel determinants \(M_{\delta}\) are invariant under the involution \(\mathscr{C}\) :
\[
M_{\delta}^{*}=M_{\delta}
\]

According to Eqs. (9), we have
\[
\begin{equation*}
A^{*}=A, \quad G^{*}=G, \quad R^{*}=-R . \tag{24}
\end{equation*}
\]

In order to close the set of Yamazaki functions under the action of \(\mathscr{C}\), we introduce the duals
\[
\begin{equation*}
I=H^{*}, \quad P=Q^{*} . \tag{25}
\end{equation*}
\]

These potentials satisfy the algebraic constraint \({ }^{4}\)
\[
\begin{equation*}
H^{2}+I^{2}-G^{2}=2 A G . \tag{26}
\end{equation*}
\]

The Ernst potential of a TS space-time, given by \(\xi=(H+i I) / G\), is self-dual,
\[
\begin{equation*}
\xi=\overline{i \xi}{ }^{*} . \tag{27}
\end{equation*}
\]

The discrete symmetry properties of the factors can be obtained by using the decomposition (1), (2), and (18) of the polynomials. We get
\[
\begin{equation*}
\sigma^{*}=\rho, \quad \rho^{*}=\sigma, \quad \text { for } \delta \text { odd } \tag{28}
\end{equation*}
\]
and
\[
\begin{equation*}
\rho^{*}=\rho, \quad \sigma^{*}=-\sigma, \quad \text { for } \delta \text { even. } \tag{29}
\end{equation*}
\]

Furthermore,
\[
\begin{equation*}
2 \delta \rho=\pi_{0}^{*}-\lambda_{2} \tau_{0}, \quad \text { for } \delta \text { odd } \tag{30}
\end{equation*}
\]
and
\[
\begin{align*}
& 2 \delta \rho=-\lambda_{1} \tau_{0}^{*}-\lambda_{2} \tau_{0},  \tag{31}\\
& 2 \delta \sigma=\pi_{0}-\pi_{0}^{*},
\end{align*} \text { for } \delta \text { even }
\]

Some further properties of the factors are the following.
(i) The polynomial \(\tau\) contains an overall factor \(4 b\).
(ii) The factors \(\rho\) and \(\sigma\) of an odd TS space-time have the form
\[
\begin{aligned}
& \rho=f(\delta+1)^{(\delta-1) / 2}+2 q^{2}(a-b) Z \\
& \sigma=f(\delta+1)^{(\delta-1) / 2}-2 p^{2}(a-b) Z^{*}
\end{aligned}
\]
where the polynomial \(Z\) is of homogeneity degree \(\left(\delta^{2}-3\right) /\) 2.
(iii) The factors \(\rho\) and \(\sigma\) of an even TS space-time have the structure
\[
\begin{aligned}
& \rho=f(\delta)^{\delta / 2}+(a-b) V \\
& \sigma=(a-b) W
\end{aligned}
\]
where the polynomial \(V\) is of degree \(\delta^{2} / 2-1\) and \(W\) is of degree \(\delta^{2} / 2-2\).

Property (ii) has been verified to hold for \(\delta=1,3,5,7\) and property (iii) holds for \(\delta=2,4\), and 6 .

The \(2 \delta\) primitive factors \(\pi(\delta, r)\) and \(\tau(\delta, r)\) and their duals satisfy the set of \(2 \delta\) linear homogeneous algebraic relations
\(\frac{1}{\delta} b^{r^{-1}} c\left(\delta, r^{\prime}\right) \pi^{*}\left(\delta, r^{\prime}\right)\)
\[
\begin{gathered}
=\sum_{r=1}^{\delta} a^{r-1} h\left(\delta, r, r^{\prime}\right) \pi(\delta, r) \\
\frac{1}{\delta} b^{r^{\prime-}-1} c\left(\delta, r^{\prime}\right) \tau^{*}\left(\delta, r^{\prime}\right) \\
=-\sum_{r=1}^{\delta} a^{r-1} h\left(\delta, r, r^{\prime}\right) \tau(\delta, r)
\end{gathered}
\]
\[
\begin{equation*}
\text { for } \delta \text { odd, } \tag{32}
\end{equation*}
\]
and
\[
\begin{aligned}
& \frac{1}{\delta} b^{r^{\prime}-1} c\left(\delta, r^{\prime}\right) \tau^{*}\left(\delta, r^{\prime}\right) \\
& \quad=-\sum_{r=1}^{\delta} a^{r-1} h\left(\delta, r, r^{\prime}\right) \pi(\delta, r)
\end{aligned}
\]
\(\frac{1}{\delta} b^{r^{-1}} c\left(\delta, r^{\prime}\right) \pi^{*}\left(\delta, r^{\prime}\right)\)
\[
\begin{equation*}
=-\sum_{r=1}^{\delta} a^{r-1} h\left(\delta, r, r^{\prime}\right) \tau(\delta, r) \tag{33}
\end{equation*}
\]
for \(\delta\) even,
where \(r^{\prime}=1,2, \ldots, \delta\). These equations have been found by intuition. Substituting back in Eqs. (11) and using the symmetry properties (30) and (31) of the factors, we find that the field equations are satisfied.

The ratios of the primitive factors can be computed from the linear algebraic equations (32), (33) and the corresponding dual equations. The arbitrary factor of proportionality does not enter the gravitational field quantities. The functions \(\rho\) and \(\sigma\) are given by
\[
\begin{equation*}
\rho=\delta\left[\pi^{*}(\delta, 1)-\lambda_{2} \tau(\delta, 1)\right], \text { for } \delta \text { odd } \tag{34}
\end{equation*}
\]
and
\[
\begin{align*}
& \rho=-\delta\left[\lambda_{1} \tau^{*}(\delta, 1)-\lambda_{2} \tau(\delta, 1)\right] \\
& \sigma=\delta\left[\pi(\delta, 1)-\pi^{*}(\delta, 1)\right], \quad \text { for } \delta \text { even. } \tag{35}
\end{align*}
\]

An obvious advantage of the field equations (32) and (33) over (11) is that they are linear algebraic relations with constant coefficients for the functions \(a^{r-1} \pi(\delta, r)\) and \(a^{r-1} \tau(\delta, r)\). Since the matrix \(\left[m_{i k}\right]=[\delta(h(\delta, i, k) / c(\delta, k))]\) is involutory, \(\mathbf{m}^{2}=\mathbf{1}\), and both systems (34) and (35) are symmetrically partitioned, their determinant vanishes. One can form linear superpositions of the solutions. The coefficients of superposition are subject to the duality relations
\[
\begin{equation*}
\pi^{*}(\delta, t)=\lambda_{2} \tau(\delta, t), \text { for } \delta \text { odd } \tag{36}
\end{equation*}
\]
and
\[
\begin{align*}
& \lambda_{1} \tau^{*}(\delta, t)+\lambda_{2} \tau(\delta, t)=0 \\
& \pi^{*}(\delta, t)=\pi(\delta, t), \quad \text { for } \delta \text { even } \tag{37}
\end{align*}
\]
with \(t=2,3, \ldots, \delta\). These symmetry relations among the primitive factors follow from the power structure of Eqs. (28)-(31).
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Some new similarity reductions of the Boussinesq equation, which arises in several physical applications including shallow water waves and also is of considerable mathematical interest because it is a soliton equation solvable by inverse scattering, are presented. These new similarity reductions, including some new reductions to the first, second, and fourth Painlevé equations, cannot be obtained using the standard Lie group method for finding group-invariant solutions of partial differential equations; they are determined using a new and direct method that involves no group theoretical techniques.

\section*{I. INTRODUCTION}

The Boussinesq equation
\[
\begin{equation*}
u_{t}+a u_{x x}+b\left(u^{2}\right)_{x x}+c u_{x x x x}=0 \tag{1.1}
\end{equation*}
\]
where \(a, b\), and \(c\) are constants and subscripts denote differentiation, was introduced to Boussinesq in 1871 to describe the propagation of long waves in shallow water \({ }^{1}\) (see, also, Ref. 2). The Boussinesq equation also arises in several other physical applications including one-dimensional nonlinear lattice waves, \({ }^{3,4}\) vibrations in a nonlinear string, \({ }^{5}\) and ion sound waves in a plasma. \({ }^{6}\)

It is well known (and was even to Boussinesq) that the Boussinesq equation (1.1) has a bidirectional solitary wave solution
\[
\begin{aligned}
u(x, t)= & -\frac{3\left(\gamma^{2}+a\right)}{2 b} \\
& \times \operatorname{sech}^{2}\left\{\frac{1}{2}\left(\frac{\gamma^{2}+a}{-c}\right)^{1 / 2}(x \pm \gamma t)+x_{0}\right\},
\end{aligned}
\]
where \(\gamma\) and \(x_{0}\) are constants.
Recently there has been considerable mathematical interest in the Boussinesq equation, primarily because its Cauchy problem (for initial data on the infinite line that decays sufficiently rapidly) is solvable by inverse scattering, \({ }^{5}\) through a third-order scattering problem (see, also, Ref. 7).

The inverse scattering method was originally developed by Gardner et al. \({ }^{8}\) in order to solve the Cauchy problem for the Korteweg-de Vries (KdV) equation. In effect, this method reduces the solution of the nonlinear partial differential equation to that of a linear integral equation, and the partial differential equation is usually then said to be completely integrable. Completely integrable partial differential equations generally possess almost all of the following remarkable properties: the existence of multisoliton solutions; an infinite number of independent conservation laws and symmetries, and recursion operators generating them; a biHamiltonian representation; a prolongation structure; a Lax pair; Bäcklund transformations; the Hirota bilinear representation; the Painlevé property, etc. (cf. Ref. 9). However, the precise relationship between these properties has yet to be rigorously established.

In this paper we study similarity reductions of the Boussinesq equation. Without loss of generality we shall assume that \(a=0, b=\frac{1}{2}\), and \(c= \pm 1\) in Eq. (1.1) since the equation
\[
\begin{equation*}
u_{t}+\frac{1}{2}\left(u^{2}\right)_{x x} \pm u_{x x x x}=0 \tag{1.2}
\end{equation*}
\]
is equivalent to Eq. (1.1) after suitable rescaling and translation of the variables. If the quantities in the equation are to be interpreted as real, then the sign matters and we choose the plus sign from here on only for convenience, and leave the reader the trivial modifications required for the other sign. However, if the quantities are interpreted as complex, then the sign does not matter and our analysis is complete.

The classical method for finding similarity reductions of a given partial differential equation is to use the Lie group method of infinitesimal transformations (sometimes called the method of group-invariant solutions), originally developed by Lie \({ }^{10}\) (see Refs. 11-14 for recent descriptions of this method). Though the method is entirely algorithmic, it often involves a large amount of tedious algebra and auxiliary calculations which are virtually unmanageable manually. Recently symbolic manipulation programs have been developed, especially in MACSYMA \({ }^{15}\) and REDUCE, \({ }^{16}\) in order to facilitate the determination of the associated similarity reductions. (See Ref. 17 for a review of the use of computer algebra to find symmetries of differential equations.)

Bluman and Cole \({ }^{18}\) proposed a generalization of Lie's method which they called the "nonclassical method of groupinvariant solutions," which itself has been generalized by Olver and Rosenau. \({ }^{19}\) All these methods determine Lie point transformations of a given partial differential equation, i.e., transformations depending only on the independent and dependent variables.

Noether \({ }^{20}\) recognized that Lie's method could be generalized by allowing the transformations to depend upon the derivatives of the dependent variable as well as the independent and dependent variables. The associated symmetries, called Lie-Bäcklund symmetries, can also be determined by an algorithmic method (see Refs. 13 and 21).

In a recent paper, Bluman et al. \({ }^{22}\) introduce an algorithmic method which yields new classes of symmetries of a given partial differential equation that are neither Lie point nor Lie-Bäcklund symmetries.

A common characteristic of all these methods for finding symmetries and associated similarity reductions of a given partial differential equation is the use of group theory.

In this paper we develop a new method of deriving similarity reductions of partial differential equations and apply it to the Boussinesq equation (1.2). The unusual characteristic of this new method in comparison to the ones mentioned above is that it does not use group theory (though we hope that a group theoretic explanation of the method will be possible in due course \({ }^{23}\) ). The basic idea is to seek a reduction of a given partial differential equation in the form
\[
\begin{equation*}
u(x, t)=U(x, t, w(z(x, t))) \tag{1.3}
\end{equation*}
\]
which is the most general form for a similarity reduction (cf. Bluman and Cole \({ }^{11}\) ). Substituting this into the partial differential equation and demanding that the result be an ordinary differential equation for \(w(z)\) imposes conditions upon \(U\) and its derivatives that enable one to solve for \(U\). For the Boussinesq equation (1.2), it turns out to be sufficient to take (1.3) in the special form
\[
\begin{equation*}
u(x, t)=\alpha(x, t)+\beta(x, t) w(z(x, t)) \tag{1.4}
\end{equation*}
\]

The outline of this paper is as follows: in Sec. II we describe the previously known (classical and nonclassical) similarity reductions of the Boussinesq equation; in Sec. III we present our new method for finding similarity reductions of a given partial differential equation and use it to obtain new similarity reductions of the Boussinesq equation (1.2); in Sec. IV we justify the use of the special form (1.4); and in Sec. V we discuss our results.

\section*{II. CLASSICAL AND NONCLASSICAL SIMILARITY REDUCTIONS}

First we sketch the derivation of the classical similarity reductions of the Boussinesq equation using Lie group method as given by Bluman and Cole. \({ }^{11}\) Consider the one-parameter ( \(\varepsilon\) ) Lie group of infinitesimal transformations in ( \(x, t, u\) ) given by
\[
\begin{align*}
& \xi=x+\varepsilon X(x, t, u)+O\left(\varepsilon^{2}\right)  \tag{2.1a}\\
& \tau=t+\varepsilon T(x, t, u)+O\left(\varepsilon^{2}\right)  \tag{2.1b}\\
& \eta=u+\varepsilon U(x, t, u)+O\left(\varepsilon^{2}\right)  \tag{2.1c}\\
& \eta_{\xi}=u_{x}+\varepsilon U^{x}+O\left(\varepsilon^{2}\right)  \tag{2.2a}\\
& \eta_{\xi \xi}=u_{x x}+\varepsilon U^{x x}+O\left(\varepsilon^{2}\right)  \tag{2.2b}\\
& \eta_{\xi \xi \xi \xi}=u_{x x x x}+\varepsilon U^{x x x x}+O\left(\varepsilon^{2}\right)  \tag{2.2c}\\
& \eta_{\tau \tau}=u_{t t}+\varepsilon U^{t t}+O\left(\varepsilon^{2}\right) \tag{2.2~d}
\end{align*}
\]
where the functions \(U^{x}, U^{x x}, U^{x x x x}\), and \(U^{t t}\) in (2.2) are determined from Eqs. (2.1) (cf. Ref. 11). The Boussinesq equation (1.2) is invariant under this transformation if
\[
\begin{equation*}
\eta_{\tau \tau}+\frac{1}{2}\left(\eta^{2}\right)_{\xi \xi}+\eta_{\xi \xi \xi \xi}=0 \tag{2.3}
\end{equation*}
\]

By (2.1) and (2.2), to first order in \(\varepsilon\), this becomes
\[
\begin{equation*}
U^{t}+u U^{x x}+u_{x x} U+2 u_{x} U^{x}+U^{x x x x}=0 \tag{2.4}
\end{equation*}
\]

Conditions on the infinitesimals \(X(x, t, u), T(x, t, u)\), and \(U(x, t, u)\) are determined by equating coefficients of like derivatives of monomials in \(u_{x}\) and \(u_{t}\) and higher derivatives. Solving these "determining equations" yields the following:
\[
\begin{equation*}
X=\alpha x+\beta, \quad T=2 \alpha t+\gamma, \quad U=-2 \alpha u \tag{2.5}
\end{equation*}
\]
where \(\alpha, \beta\), and \(\gamma\) are arbitrary constants (cf. Refs. 24 and 25). Similarity reductions are then obtained by solving the characteristic equations
\[
\frac{d x}{X(x, t, u)}=\frac{d t}{T(x, t, u)}=\frac{d u}{U(x, t, u)}
\]

Integration of these ordinary differential equations yields the following cases.

Case (a), \(\alpha=0\) : This is the traveling wave reduction \(u(x, t)=f(z), z=\gamma x-\beta t\), where \(f(z)\) satisfies
\[
\begin{equation*}
\beta^{2} f+\frac{1}{2} \gamma^{2} f^{2}+\gamma^{4} \frac{d^{2} f}{d z^{2}}=A z+B \tag{2.6}
\end{equation*}
\]
with \(A\) and \(B\) arbitrary constants of integration. For \(\gamma=0\), this is a form of the first Painlevé equation (cf. Ince \({ }^{26}\) )
\[
\begin{equation*}
\frac{d^{2} w}{d z^{2}}=6 w^{2}+z \tag{2.7}
\end{equation*}
\]
(or the Weierstrass elliptic function equation for \(A=0\) ). This reduction of the Boussinesq equation to the first Painlevé equation is well known in connection with the Painlevé conjecture (cf. Refs. 27 and 28) for soliton equations.

Case \((b), \alpha \neq 0\). This is the scaling reduction
\[
\begin{equation*}
u(x, t)=\frac{g(z)}{[t+\gamma /(2 \alpha)]}, \quad z=\frac{(x+\beta / \alpha)}{[t+\gamma /(2 \alpha)]^{1 / 2}} \tag{2.8}
\end{equation*}
\]
where \(g(z)\) satisfies
\(\frac{z^{2}}{4} \frac{d^{2} g}{d z^{2}}+\frac{7 z}{4} \frac{d g}{d z}+2 g+g \frac{d^{2} g}{d z^{2}}+\left(\frac{d g}{d z}\right)^{2}+\frac{d^{4} g}{d z^{4}}=0\).

This can be solved in terms of solutions of the fourth Painlevé equation
\(\frac{d^{2} w}{d z^{2}}=\frac{1}{2 w}\left(\frac{d w}{d z}\right)^{2}+\frac{3}{2} w^{3}+4 z w^{2}+2\left(z^{2}-a\right) w+\frac{b}{w}\),
where \(a\) and \(b\) are arbitrary constants \({ }^{29}\) (see also Appendix A).

However, there also exist similarity reductions of the Boussinesq equation that cannot be obtained by the classical Lie group method. As noted by several authors, \({ }^{19,24,25,29}\) the Boussinesq equation (1.2) possesses the similarity reduction
\[
\begin{equation*}
u(x, t)=f(z)-4 \lambda^{2} t^{2}, \quad z=x+\lambda t^{2} \tag{2.11}
\end{equation*}
\]
where \(\lambda\) is a constant and \(f(z)\) satisfies
\[
\begin{equation*}
\frac{d^{3} f}{d z^{3}}+f \frac{d f}{d z}+2 \lambda f=8 \lambda^{2} z+A \tag{2.12}
\end{equation*}
\]
with \(A\) a constant of integration. If, in (2.12), we make the transformation
\[
f(z)=\eta(\xi)+2 \lambda \xi, \quad z=\xi-A /\left(8 \lambda^{2}\right)
\]
then \(\eta(\xi)\) satisfies
\[
\begin{equation*}
\frac{d^{3} \eta}{d \xi^{3}}+\eta \frac{d \eta}{d \xi}+2 \lambda\left(\xi \frac{d \eta}{d \xi}+2 \eta\right)=0 \tag{2.13}
\end{equation*}
\]

Solutions of Eq. (2.13) are known to be related through a one-to-one transformation to solutions of the second Painlevé equation
\[
\begin{equation*}
\frac{d^{2} w}{d z^{2}}=2 w^{3}+z w+a \tag{2.14}
\end{equation*}
\]
where \(a\) is an arbitrary constant \({ }^{30}\)-see, also, Appendix A. [We remark that this equation also arises from the scaling reduction
\[
u(x, t)=(-3 \lambda t)^{-2 / 3} \eta(\xi), \quad \xi=x /(-3 \lambda t)^{-1 / 3}
\]
of the \(K d V\) equation
\[
u_{t}+u u_{x}+u_{x x x}=0
\]
-see Ref. 27.]
The infinitesimals that give rise to the similarity reduction (2.11) of the Boussinesq equation are
\[
\begin{equation*}
X(x, t, u)=2 \lambda t, \quad T(x, t, u)=-1, \quad U(x, t, u)=8 \lambda^{2} t \tag{2.15}
\end{equation*}
\]
which are clearly not a special case of (2.5). Since Eqs. (2.15) describe a Lie point transformation of the Boussinesq equation, Rosenau and Schwarzmeier \({ }^{25}\) suggest it can be obtained using the nonclassical method of Bluman and Cole \({ }^{18}\) (see, also, Ref. 11). This method involves more algebra and calculations than the classical Lie method; in fact, Olver and Rosenau \({ }^{19}\) suggest that for some partial differential equa-
tions, the determining equations for these nonclassical symmetries might be too difficult to solve explicitly. The principal reason for this is that although the determining equations for the infinitesimals \(X, T\), and \(U\) in the classical method are a linear system of equations (in \(X, T\), and \(U\) ), in the nonclassical method, they are a nonlinear system. Furthermore, for some equations, such as the linear heat equation, it is well known that the nonclassical method does not appear to yield any more similarity reductions than the classical Lie method does \({ }^{18}\) (see, also, Ref. 31).

\section*{III. NEW SIMILARITY REDUCTIONS}

In this section we seek reductions of the Boussinesq equation (1.2) in the form
\[
\begin{equation*}
u(x, t)=\alpha(x, t)+\beta(x, t) w(z(x, t)) \tag{3.1}
\end{equation*}
\]
where \(\alpha(x, t), \beta(x, t)\), and \(z(x, t)\) are to be determined. [We shall show in Sec. IV why it is sufficient to seek a similarity reduction of the Boussinesq equation (1.2) in the form (3.1) rather than the more general form (1.3).]

Substituting (3.1) into (1.2) and collecting coefficients of monomials of \(w\) and its derivatives yields
\[
\begin{align*}
& \beta z_{x}^{4} w^{\prime \prime \prime}+\left[6 \beta z_{x}^{2} z_{x x}+4 \beta_{x} z_{x}^{3}\right] w^{\prime \prime \prime}+\left[\beta\left(3 z_{x x}^{2}+4 z_{x} z_{x x x}\right)+12 \beta_{x} z_{x} z_{x x}+6 \beta_{x x} z_{x}^{2}+\alpha \beta z_{x}^{2}+\beta z_{t}^{2}\right] w^{\prime \prime} \\
& \quad+\left[\beta z_{x x x x}+4 \beta_{x} z_{x x x}+6 \beta_{x x} z_{x x}+4 \beta_{x x x} z_{x}+2 \alpha_{x} \beta z_{x}+2 \alpha \beta_{x} z_{x}+\alpha \beta z_{x x}+2 \beta_{t} z_{t}+\beta z_{t t}\right] w^{\prime} \\
& \quad+\left[\beta_{x x x x}+2 \alpha_{x} \beta_{x}+\alpha \beta_{x x}+\alpha_{x x} \beta+\beta_{t t}\right] w+\beta^{2} z_{x}^{2} w w^{\prime \prime}+\beta\left[4 \beta_{x} z_{x}+\beta z_{x x}\right] w w^{\prime} \\
& \quad+\beta^{2} z_{x}^{2}\left(w^{\prime}\right)^{2}+\left[\beta_{x}^{2}+\beta \beta_{x x}\right] w^{2}+\left[\alpha_{t t}+\alpha \alpha_{x x}+\alpha_{x}^{2}+\alpha_{x x x x}\right]=0 \tag{3.2}
\end{align*}
\]
where \(':=d / d z\). In order that this equation be an ordinary differential equation for \(w(z)\) the ratios of coefficients of different derivatives and powers of \(w(z)\) have to be functions of \(z\) only. This gives a set of conditions for \(\alpha(x, t), \beta(x, t)\), and \(z(x, t)\) for which any solution will yield a similarity reduction.

Remark 1: We use the coefficient of \(w^{\prime \prime \prime}\) (i.e., \(\beta z_{x}^{4}\) ) as the normalizing coefficient and therefore require that the other coefficients be of the form \(\beta z_{x}^{4} \Gamma(z)\), where \(\Gamma\) is a function of \(z\) to be determined.

Remark 2: We reserve uppercase greek letters for undetermined functions of \(z\) so that after performing operations (differentiation, integration, exponentiation, rescaling, etc.) the result can be denoted by the same letter [e.g., the derivative of \(\Gamma(z)\) will be called \(\Gamma(z)]\).

Remark 3: There are three freedoms in the determination of \(\alpha, \beta, z\) and \(w\) we can exploit, without loss of generality, that are valuable in keeping the method manageable: (i) if \(\alpha(x, t)\) has the form \(\alpha=\alpha_{0}(x, t)+\beta(x, t) \Omega(z)\), then we can take \(\Omega \equiv 0\) [by substituting \(w(z) \rightarrow w(z)-\Omega(z)\) ]; (ii) if \(\beta(x, t)\) has the form \(\beta=\beta_{0}(x, t) \Omega(z)\), then we can take \(\Omega \equiv 1\) [by substituting \(w(z) \rightarrow w(z) / \Omega(z)\) ]; and (iii) if \(z(x, t)\) is determined by an equation of the form \(\Omega(z)\) \(=z_{0}(x, t)\), where \(\Omega(z)\) is any invertible function, then we can take \(\Omega(z)=z\) [by substituting \(\left.z \rightarrow \Omega^{-1}(z)\right]\).

We shall now proceed to determine the general similarity reductions of the Boussinesq equation using this method.

The coefficients of \(w w^{\prime \prime}\) and \(\left(w^{\prime}\right)^{2}\) yield the common constraint
\[
\beta z_{x}^{4} \Gamma(z)=\beta^{2} z_{x}^{2}
\]
where \(\Gamma(z)\) is a function to be determined. Hence, using the freedom mentioned in Remark 3(ii) above, we choose
\[
\begin{equation*}
\beta=z_{x}^{2} \tag{3.3}
\end{equation*}
\]

The coefficient of \(w^{\prime \prime \prime}\) yields
\[
\beta z_{x}^{4} \Gamma(z)=4 \beta_{x} z_{x}^{3}+6 \beta z_{x}^{2} z_{x x}
\]
where \(\Gamma(z)\) is another function to be determined. Hence using (3.3) and rescaling \(\Gamma\), we have
\[
z_{x} \Gamma(z)+z_{x x} / z_{x}=0
\]
which upon integration gives
\[
\Gamma(t)+\ln z_{x}=\Theta(t)
\]
where \(\Theta(t)\) is a function of integration. Exponentiated this becomes
\[
\begin{equation*}
z_{x} \Gamma(z)=\Theta(t) \tag{3.4}
\end{equation*}
\]
(recall Remark 2). Integrating again gives
\[
\Gamma(z)=x \Theta(t)+\Sigma(t)
\]
with \(\Sigma(t)\) is another function of integration. By Remark 3(iii), we have
\[
\begin{equation*}
z=x \theta(t)+\sigma(t) \tag{3.5}
\end{equation*}
\]
where \(\theta(t)\) and \(\sigma(t)\) are to be determined. From Eqs. (3.3) and (3.5), we have
\[
\begin{equation*}
\beta=\theta^{2}(t) \tag{3.6}
\end{equation*}
\]

The coefficient of \(w^{\prime \prime}\) yields
\[
\begin{aligned}
\beta z_{x}^{4} \Gamma(z)= & \beta\left(3 z_{x x}^{2}+4 z_{x} z_{x x x}\right)+12 \beta_{x} z_{x} z_{x x} \\
& +6 \beta_{x x} z_{x}^{2}+\beta\left(\alpha z_{x}^{2}+z_{t}^{2}\right)
\end{aligned}
\]
where \(\Gamma(z)\) is to be determined, and by Eqs. (3.5) and (3.6) this simplifies to
\[
\theta^{4} \Gamma(z)=\alpha \theta^{2}+\left(x \frac{d \theta}{d t}+\frac{d \sigma}{d t}\right)^{2}
\]

Hence by Remark 3(i) above
\[
\begin{equation*}
\alpha=-\frac{1}{\theta^{2}(t)}\left(x \frac{d \theta}{d t}+\frac{d \sigma}{d t}\right)^{2} . \tag{3.7}
\end{equation*}
\]

Let us see how Eq. (3.2) looks with the simplifications as determined so far, viz. (3.5)-(3.7):
\[
\begin{align*}
& \theta^{6}\left\{w^{\prime \prime \prime}+w w^{\prime \prime}+\left(w^{\prime}\right)^{2}\right\} \\
&+\theta^{2}\left(x \frac{d^{2} \theta}{d t^{2}}+\frac{d^{2} \sigma}{d t^{2}}\right) w^{\prime}+2 \theta \frac{d^{2} \theta}{d t^{2}} w \\
&-\frac{d^{2}}{d t^{2}}\left[\left\{\frac{1}{\theta}\left(x \frac{d \theta}{d t}+\frac{d \sigma}{d t}\right)\right\}^{2}\right] \\
&+\frac{6}{\theta^{4}}\left[\frac{d \theta}{d t}\left(x \frac{d \theta}{d t}+\frac{d \sigma}{d t}\right)\right]^{2}=0 \tag{3.8}
\end{align*}
\]

We continue to make this an ordinary differential equation for \(w(z)\). Then the remaining coefficients yield
\[
\begin{align*}
\theta^{6} \gamma_{1}(z)= & \theta^{2}\left(x \frac{d^{2} \theta}{d t^{2}}+\frac{d^{2} \sigma}{d t^{2}}\right)  \tag{3.9}\\
\theta^{6} \gamma_{2}(z)= & 2 \theta \frac{d^{2} \theta}{d t^{2}}  \tag{3.10}\\
\theta^{6} \gamma_{3}(z)= & -\frac{d^{2}}{d t^{2}}\left[\left\{\frac{1}{\theta}\left(x \frac{d \theta}{d t}+\frac{d \sigma}{d t}\right)\right\}^{2}\right] \\
& +\frac{6}{\theta^{4}}\left[\frac{d \theta}{d t}\left(x \frac{d \theta}{d t}+\frac{d \sigma}{d t}\right)\right]^{2} \tag{3.11}
\end{align*}
\]
with \(\gamma_{1}(z), \gamma_{2}(z)\), and \(\gamma_{3}(z)\) to be determined. First, since \(z=x \theta(t)+\sigma(t)\) and the right-hand side of Eq. (3.9) is linear in \(x\), consequently \(\gamma_{1}(z)=A z+B\), where \(A\) and \(B\) are constants, and so
\[
\begin{equation*}
\theta^{4}[A(x \theta+\sigma)+B]=x \frac{d^{2} \theta}{d t^{2}}+\frac{d^{2} \sigma}{d t^{2}} \tag{3.12}
\end{equation*}
\]

Equating coefficients of powers of \(x\) gives
\[
\begin{align*}
& \frac{d^{2} \theta}{d t^{2}}=A \theta^{5}  \tag{3.13}\\
& \frac{d^{2} \sigma}{d t^{2}}=\theta^{4}(A \sigma+B) \tag{3.14}
\end{align*}
\]

It is then easily seen from Eqs. (3.10) and (3.11) that
\[
\gamma_{2}(z)=2 A, \quad \gamma_{3}(z)=-2(A z+B)^{2}
\]
[The Boussinesq equation is special in that, having satisfied Eq. (3.9), Eqs. (3.10) and (3.11) are satisfied automatically; slight modifications of the equation would not have significantly affected the application of the method until this point when further restrictions, on \(\theta(t)\) and \(\sigma(t)\), would
arise from (3.10) and (3.11), severely limiting the set of similarity reductions.]

We conclude that the general similarity reduction of the Boussinesq equation (1.2) is given by
\[
\begin{align*}
& u(x, t)=\theta^{2}(t) w(z)-\frac{1}{\theta^{2}(t)}\left(x \frac{d \theta}{d t}+\frac{d \sigma}{d t}\right)^{2},  \tag{3.15a}\\
& z(x, t)=x \theta(t)+\sigma(t) \tag{3.15b}
\end{align*}
\]
where \(\theta(t)\) and \(\sigma(t)\) satisfy Eqs. (3.13) and (3.14), and \(w(z)\) satisfies
\(w^{\prime \prime \prime}+w w^{\prime \prime}+\left(w^{\prime}\right)^{2}+(A z+B) w^{\prime}+2 A w\)
\(=2(A z+B)^{2}\).
It can be shown that of all the equations of the form
\[
w^{\prime \prime \prime}+w w^{\prime \prime}+\left(w^{\prime}\right)^{2}+f(z) w^{\prime}+g(z) w=h(z)
\]
with \(f(z), g(z)\), and \(h(z)\) analytic, (3.16) is the most general one having the Painleve property, that is, having no solutions with movable singularities except poles. In general, (3.16) is equivalent to the fourth Painlevé equation; but, when \(A=0\), it is equivalent to the second Painleve equation, and, when \(B=0\) as well, it is equivalent to either first Painlevé equation of the Weierstrass elliptic function equationsee Appendix A for details. We remark that it is not essential to our method that all ordinary differential equations arising from similarity reductions are equivalent to one of the Painlevé equations (or more generally possess the Painlevé property). The Boussinesq equation is a completely integrable soliton equation for which the Painlevé conjecture \({ }^{28}\) asserts that every ordinary differential equation arising from a similarity reduction is necessarily of the Painlevé type, in agreement with our results.

Henceforth, new symbols appearing in an equation obtained by integration are generally understood to be arbitrary constants. Furthermore, whenever we set a constant to be a specific value without further explanation, it is implied that this is easily seen to be without loss of generality.

There are three cases to consider.
Case 1. \(A=0, B=0:\) In this case, the general solutions of Eqs. (3.13) and (3.14) are
\[
\theta(t)=a_{1} t+a_{0}, \quad \sigma(t)=b_{1} t+b_{0}
\]
and the similarity reduction of the Boussinesq equation is
\[
\begin{align*}
& u(x, t)=\left(a_{1} t+a_{0}\right)^{2} w(z)-\left(\frac{a_{1} x+b_{1}}{a_{1} t+a_{0}}\right)^{2}  \tag{3.17a}\\
& z=x\left(a_{1} t+a_{0}\right)+b_{1} t+b_{0} \tag{3.17b}
\end{align*}
\]
where \(w(z)\) satisfies
\[
\begin{equation*}
w^{\prime \prime}+\frac{1}{2} w^{2}=c_{1} z+c_{0} \tag{3.17c}
\end{equation*}
\]

Equation (3.17c) is the same as Eq. (2.6) and so, as we remarked in Sec. II, it is equivalent to either the first Painlevé equation (2.7) or the Weierstrass elliptic function equation. We note also that the traveling wave reduction arises as the special case of (3.17) where \(a_{1}=0\) and \(b_{1} \neq 0\). However, if \(a_{1}=0\), then we set \(a_{1}=1, a_{0}=b_{1}=b_{0}=0\), and obtain the similarity reduction
\[
\begin{equation*}
u(x, t)=t^{2} w(z)-x^{2} / t^{2}, \quad z=x t \tag{3.18}
\end{equation*}
\]
where \(w(z)\) satisfies Eq. (3.17c). This is a new reduction of the Boussinesq equation to the first Painlevé equation.

With \(z\) and \(w\) as invariants, Eqs. (3.18) define the point transformation group
\[
(x, t, u) \rightarrow\left(\gamma^{-1} x, \gamma t, \gamma^{2} u+\left(\gamma^{2}-\gamma^{-4}\right) x^{2} / t^{2}\right)
\]

The infinitesimals associated with this are
\[
\begin{equation*}
X=-x, \quad T=t, \quad U=2 u+6 x^{2} / t^{2} \tag{3.19}
\end{equation*}
\]
which clearly are not a special case of the infinitesimals obtained by the classical Lie group method [cf. (2.5)].

Case 2. \(A=0, B \neq 0\) : In this case the general solution of Eqs. (3.13) and (3.14) are
\[
\begin{aligned}
& \theta(t)=a_{1} t+a_{0}, \\
& \sigma(t)= \begin{cases}\frac{1}{30} B a_{1}^{-2}\left(a_{1} t+a_{0}\right)^{6}+b_{1} t+b_{0}, & \text { if } a_{1} \neq 0, \\
\frac{1}{2} B a_{0}^{2} t^{2}+b_{1} t+b_{0}, & \text { if } a_{1}=0\end{cases}
\end{aligned}
\]

Case ( \(a\) ). \(a_{I}=0\) : The similarity reduction of the Boussinesq equation is
\[
\begin{align*}
& u(x, t)=a_{0}^{2} w(z)-\left(B a_{0}^{2} t+b_{1}\right)^{2} / a_{0}^{2}  \tag{3.20a}\\
& z=a_{0} x+\frac{1}{2} B a_{0}^{2} t^{2}+b_{1} t+b_{0} \tag{3.20b}
\end{align*}
\]
where \(w(z)\) satisfies
\[
\begin{equation*}
w^{\prime \prime \prime}+w w^{\prime}+B w=2 B^{2} z+c_{0} . \tag{3.21}
\end{equation*}
\]

Equation (3.21) is the same as Eq. (2.12) and so, as remarked in Sec. II, it is equivalent to the second Painlevé equation (2.14)-see, also, Appendix A. We set \(a_{0}=1\), \(b_{1}=b_{0}=0\), in (3.20), in which case it just reduces to the "nonclassical" similarity reduction (2.11) (cf. Refs. 19, 24, 25, and 29).

Case ( \(b\) ),\(a_{1} \neq 0\). The similarity reduction of the Boussinesq equation is
\[
\begin{align*}
& u(x, t)=\left(a_{1} t+a_{0}\right)^{2} w(z) \\
& \quad-\left(\frac{a_{1}^{2} x+\frac{1}{5} B\left(a_{1} t+a_{0}\right)^{5}+a_{1} b_{1}}{a_{1}\left(a_{1} t+a_{0}\right)}\right)^{2}, \\
& z=x\left(a_{1} t+a_{0}\right)+\left[B / 30 a_{1}^{2}\right]\left(a_{1} t+a_{0}\right)^{6}+b_{1} t+b_{0}
\end{align*}
\]
(3.20b')
where \(w(z)\) satisfies (3.21). We set \(a_{1}=1, a_{0}=b_{1}=b_{0}\) \(=0\), and obtain
\[
\begin{equation*}
u(x, t)=t^{2} w(z)-\left(x+\lambda t^{5}\right)^{2} / t^{2}, \quad z=x t+\frac{1}{6} \lambda t^{6} \tag{3.22}
\end{equation*}
\]
where \(w(z)\) satisfies (3.21) (we have also set \(B=5 \lambda\) ). This is another new reduction of the Boussinesq equation; this time to the second Painlevé equation (2.14). The infinitesimals associated with the transformation group defined by (3.22) are
\[
\begin{align*}
& X=-\left(x+\lambda t^{5}\right), \quad T=t \\
& U=2 u+2\left(x+\lambda t^{5}\right)\left(3 x-2 \lambda t^{5}\right) / t^{2} \tag{3.23}
\end{align*}
\]
[We note that if \(\lambda=0\) in (3.22) and (3.23), they reduce to (3.18) and (3.19).]

Case 3. \(A \neq 0\) : In this case we can set \(B=0\) in Eq. (3.14). Multiplying Eq. (3.13) by \(d \theta / d t\) and integrating gives
\[
\begin{equation*}
\left(\frac{d \theta}{d t}\right)^{2}=\frac{1}{3} A \theta^{6}+A_{0} \tag{3.24}
\end{equation*}
\]
where \(A_{0}\) is a constant. There are two possibilites.
Case (a). \(A_{0}=0\) : Equation (3.24) has the solution
\[
\begin{equation*}
\theta(t)=c_{0}\left(t+t_{0}\right)^{-1 / 2} \tag{3.25}
\end{equation*}
\]
with \(c_{0}^{4}=3 /(4 A)\). Substituting this into Eq. (3.14) and solving yields
\[
\sigma(t)=c_{1}\left(t+t_{0}\right)^{3 / 2}+c_{2}\left(t+t_{0}\right)^{-1 / 2}
\]

Therefore we may set \(t_{0}=0, c_{0}=1\), and \(c_{2}=0\), and obtain the similarity reduction
\[
\begin{align*}
& u(x, t)=t^{-1} w(z)-\frac{1}{4} t^{-2}\left(x-3 c_{1} t^{2}\right)^{2} \\
& z=x t^{-1 / 2}+c_{1} t^{3 / 2} \tag{3.26}
\end{align*}
\]
where \(w(z)\) satisfies
\[
\begin{equation*}
w^{\prime \prime \prime}+w w^{\prime \prime}+\left(w^{\prime}\right)^{2}+\frac{3}{4} z w^{\prime}+\frac{3}{2} w=\frac{9}{8} z^{2} \tag{3.27}
\end{equation*}
\]

Note that the scaling reduction (2.8) arises as the special case of (3.26) with \(c_{1}=0\). If \(c_{1} \neq 0\), this is a new similarity reduction, namely, to the fourth Painlevé equation, since if in (3.27) we make the transformation \(w(z)=g(z)+z^{2} / 4\), then \(g(z)\) satisfies Eq. (2.9) and therefore Eq. (3.27) is also equivalent to the fourth Painlevé equation (2.10)-see, also, Appendix A.

Case (b). \(A \neq 0\) : Equation (3.24) can be solved in terms of Jacobian elliptic functions (cf. Ref. 32). Furthermore we may set
\[
\begin{equation*}
A_{0}=k^{2}, \quad A=\left(k^{2}+1\right) / 3 k^{2} \tag{3.28}
\end{equation*}
\]
where \(k\) is a constant to be chosen. For this choice of constants, the transformation
\[
\begin{equation*}
\theta^{2}(t)=1 /\left[\eta^{2}(t)-A\right] \tag{3.29}
\end{equation*}
\]
reduces (3.24) to the normal form
\[
\begin{equation*}
\left(\frac{d \eta}{d t}\right)^{2}=\left(1-\eta^{2}\right)\left(1-k^{2} \eta^{2}\right) \tag{3.30}
\end{equation*}
\]
provided that
\[
\begin{equation*}
k^{2}=\frac{1}{2}(1 \pm i \sqrt{3}) \tag{3.31}
\end{equation*}
\]
(which we may assume without loss of generality). The solution of (3.30) is the Jacobian elliptic function \(\operatorname{sn}\left(t+t_{0} ; k\right)\), and so
\[
\begin{equation*}
\theta(t)=\left(\operatorname{sn}^{2}\left(t+t_{0} ; k\right)-\left(k^{2}+1\right) / 3 k^{2}\right)^{-1 / 2} \tag{3.32}
\end{equation*}
\]

Equation (3.14) becomes
\[
\frac{d^{2} \sigma}{d t^{2}}=\frac{k^{2}+1}{3 k^{2}} \theta^{4} \sigma
\]
which has the solution
\[
\begin{align*}
\sigma(t)= & {\left[C \left(\left[\left(2-k^{2}\right) / 3 k^{2}\right] t\right.\right.} \\
& \left.\left.-k^{-2} E\left(t+t_{0} ; k\right)\right]+D\right] \theta(t) \tag{3.33}
\end{align*}
\]
where \(E\left(t+t_{0} ; k\right)\) is the elliptic integral of the second kind given by
\[
E\left(t+t_{0} ; k\right)=\int_{0}^{t+t_{0}}\left[1-k^{2} \operatorname{sn}^{2}(s ; k)\right] d s
\]
and \(C\) and \(D\) are arbitrary constants-we set \(D=0\).
Therefore we have the following similarity reduction:
\[
\begin{align*}
u(x, t)= & \left(\operatorname{sn}^{2}\left(t+t_{0} ; k\right)-A\right)^{-1} w(z) \\
& -\left[C\left(\operatorname{sn}^{2}\left(t+t_{0} ; k\right)-A\right)-\left\{x+C\left(\left[\left(2-k^{2}\right) / 3 k^{2}\right] t-k^{-2} E\left(t+t_{0} ; k\right)\right)\right\}\right. \\
& \times\left[\operatorname{sn}\left(t+t_{0} ; k\right) \sqrt{\left(1-\operatorname{sn}^{2}\left(t+t_{0} ; k\right)\right)\left(1-k^{2} \operatorname{sn}^{2}\left(t+t_{0} ; k\right)\right) /\left(\operatorname{sn}^{2}\left(t+t_{0} ; k\right)-A\right)}\right]^{2} \tag{3.34a}
\end{align*}
\]
with
\[
\begin{align*}
z= & {\left[x+C\left(\left[\left(2-k^{2}\right) / 3 k^{2}\right] t-k^{-2} E\left(t+t_{0} ; k\right)\right)\right] } \\
& \times\left(\operatorname{sn}^{2}\left(t+t_{0} ; k\right)-A\right)^{-1 / 2}, \tag{3.34b}
\end{align*}
\]
and
\[
\begin{equation*}
k^{2}=\frac{1}{2} \pm i \frac{\sqrt{3}}{2}, \quad A=\frac{k^{2}+1}{3 k^{2}}=\frac{1}{2} \mp \frac{i}{2 \sqrt{3}} \tag{3.34c}
\end{equation*}
\]
where \(w(z)\) satisfies
\[
\begin{equation*}
w^{\prime \prime \prime}+w w^{\prime \prime}+\left(w^{\prime}\right)^{2}+A z w^{\prime}+2 A w=2 A^{2} z^{2} \tag{3.34d}
\end{equation*}
\]

This is another new similarity reduction, again to the fourth Painlevé equation (2.10).

As for the other new similarity reductions given above [ (3.18) and (3.22)], we can write down the infinitesimals associated with the transformation groups defined by (3.26) and (3.34). Again they are not special cases of those obtained by the classical Lie group method.

In all three cases we have obtained new similarity reductions of the Boussinesq equation more general than those previously obtained (though, interestingly, the resulting ordinary differential equations are the same). As mentioned above, these similarity reductions are associated with Lie point transformations (since they depend only on the independent and dependent variables and not upon the derivatives of the dependent variable). It remains an open question as to whether all these new similarity reductions and their associated transformations can be obtained using any of the other generalizations of the classical Lie method, such as the nonclassical method of Bluman and Cole \({ }^{18}\) (cf. Ref. 23), and the method developed by Bluman et al. \({ }^{22}\) However, even if theoretically they can be obtained by either of these methods it seems that our method is somewhat simpler to implement; in fact, it appears to be simpler than calculating the classical Lie point symmetries manually.

It can be shown that for the similarity reductions of the Boussinesq equation that cannot be obtained using the classical Lie group method, the associated group transformation does not map the Boussinesq equation into itself, whereas the similarity reductions obtained by the classical Lie group method do. For example, consider the similarity reduction
\[
\begin{equation*}
u(x, t)=t^{2} w(z)-\left(x+\lambda t^{5}\right)^{2} / t^{2}, \quad z=x t+\frac{1}{6} \lambda t^{6} \tag{3.22}
\end{equation*}
\]

The one-parameter ( \(\gamma\) ) group associated with this similarity reduction is given by
\[
\begin{align*}
& x \rightarrow \gamma^{-1} x+\frac{1}{6} \lambda \gamma^{-1}\left(1-\gamma^{6}\right) t^{5}  \tag{3.35a}\\
& t \rightarrow \gamma t  \tag{3.35b}\\
& \quad \times \gamma^{2} u+\gamma^{2}\left(1-\gamma^{-6}\right) \\
& \quad \times\left\{x^{2} / t^{2}+\frac{1}{3} \lambda x t^{3}+\frac{1}{36} \lambda^{2} t^{8}\left(1-25 \gamma^{-6}\right)\right\}
\end{align*}
\]
(3.35c)

This group maps solutions of the Boussinesq equation (1.2) into solutions of
\[
\begin{equation*}
u_{t}+u u_{x x}+u_{x}^{2}+u_{x x x x}=\left(\gamma^{6}-1\right) t^{-2} \Phi \tag{3.36a}
\end{equation*}
\]
where
\[
\begin{align*}
\Phi:= & \left(x^{2}+\frac{1}{3} \lambda x t^{5}-\frac{2}{3} \lambda^{2} t^{10}\right) u_{x x}+4\left(x+\lambda t^{5}\right) u_{x}+2 u \\
& +\frac{5}{3} \lambda t^{6} u_{x t}-t^{2} u_{t t}+6 x^{2} / t^{2}+2 \lambda x t^{3}-\frac{112}{3} \lambda^{2} t^{8} \tag{3.36b}
\end{align*}
\]

If \(u\) is the similarity reduction (3.22), then it is easily seen that \(\Phi \equiv 0\), i.e., the group (3.35) maps the Boussinesq equation (1.2) into the "perturbed Boussinesq equation" (3.36a), but ( 3.36 b ) is identically zero. Therefore the perturbed equation is identical to the Boussinesq equation when \(u\) is given by (3.22).

In order to understand why the perturbation \(\Phi\) must vanish identically, consider the infinitesimals
\[
\begin{align*}
& X=-\left(x+\lambda t^{5}\right), \quad T=t \\
& U=2 u+2\left(x+\lambda t^{5}\right)\left(3 x-2 \lambda t^{5}\right) / t^{2} \tag{3.23}
\end{align*}
\]
for the similarity reduction (3.22). The similarity reduction necessarily satisfies the invariant surface condition
\[
X(x, t, u) u_{x}+T(x, t, u) u_{t}=U(x, t, u)
\]
i.e.,
\[
\begin{align*}
\psi:= & \left(x+\lambda t^{5}\right) u_{x}-t u_{t} \\
& +2 u+6 x^{2} / t^{2}+2 \lambda x t^{3}-4 \lambda^{2} t^{8}=0 \tag{3.37}
\end{align*}
\]

It is easily shown that
\[
\begin{equation*}
\Phi=\left(x-\frac{2}{3} \lambda t^{5}\right) \psi_{x}+t \psi_{t}+\psi \tag{3.38}
\end{equation*}
\]

\section*{IV. JUSTIFICATION OF THE SPECIAL FORM (1.4)}

We show here that it is sufficient to seek a similarity reduction of the Boussinesq equation (1.2) in the special form
\[
\begin{equation*}
u(x, t)=\alpha(x, t)+\beta(x, t) w(z(x, t)) \tag{4.1}
\end{equation*}
\]
rather than the more general form
\[
\begin{equation*}
u(x, t)=U(x, t, w(z(x, t))) \tag{4.2}
\end{equation*}
\]

Substituting (4.2) into (1.2) yields
\[
\begin{aligned}
& {\left[U_{u}+2 U_{t w} w^{\prime} z_{t}+U_{w w}\left(w^{\prime}\right)^{2} z_{t}^{2}+U_{w}\left(w^{\prime \prime} z_{t}+w^{\prime} z_{t u}\right)\right]+U\left[U_{x x}+2 U_{x w} w^{\prime} z_{x}+U_{w w}\left(w^{\prime}\right)^{2} z_{x}^{2}+U_{w}\left(w^{\prime \prime} z_{x}+w^{\prime} z_{x x}\right)\right]} \\
& \quad+U_{x}^{2}+2 U_{x} U_{w} w^{\prime} z_{x}+U_{w}^{2}\left(w^{\prime}\right)^{2} z_{x}^{2}+U_{x x x x}+4 U_{x x x w} w^{\prime} z_{x} \\
& \quad+6 U_{x x w w}\left(w^{\prime}\right)^{2} z_{x}^{2}+4 U_{x w w w}\left(w^{\prime}\right)^{3} z_{x}^{3}+U_{w w w}\left(w^{\prime}\right)^{4} z_{x}^{4}+6 U_{x x w}\left(w^{\prime} z_{x x}+w^{\prime \prime} z_{x}^{2}\right)+12 U_{x w w}\left[w^{\prime} w^{\prime \prime} z_{x}^{3}+\left(w^{\prime}\right)^{2} z_{x} z_{x x}\right]
\end{aligned}
\]
\[
\begin{align*}
& +6 U_{w w w}\left[\left(w^{\prime}\right)^{2} w^{\prime \prime} z_{x}^{4}+\left(w^{\prime}\right)^{3} z_{x}^{2} z_{x x}\right]+4 U_{x w}\left(w^{\prime \prime \prime} z_{x}^{3}+3 w^{\prime \prime} z_{x} z_{x x}+w^{\prime} z_{x x x}\right) \\
& +U_{w w}\left[\left\{4 w^{\prime} w^{\prime \prime \prime}+3\left(w^{\prime \prime}\right)^{2}\right\} z_{x}^{4}+18 w^{\prime} w^{\prime \prime} z_{x}^{2} z_{x x}+\left(w^{\prime}\right)^{2}\left(4 z_{x} z_{x x x}+3 z_{x x}^{2}\right)\right] \\
& +U_{w}\left[w^{\prime \prime \prime} z_{x}^{4}+6 w^{\prime \prime \prime} z_{x}^{2} z_{x x}+w^{\prime \prime}\left(4 z_{x} z_{x x x}+3 z_{x x}^{2}\right)+w^{\prime} z_{x x x x}\right]=0 . \tag{4.3}
\end{align*}
\]

For this to be an ordinary differential equation in \(w(z)\), the ratios of different derivatives of \(w(z)\) must be functions of \(w\) and \(z\). Using the coefficient of \(w^{\prime \prime \prime}\) (i.e., \(U_{w} z_{x}^{4}\) ) as the normalizing coefficient, the coefficients of \(w^{\prime} w^{\prime \prime \prime}\) and ( \(\left.w^{\prime \prime}\right)^{2}\) require that
\[
\begin{equation*}
U_{w} z_{x}^{4} \Gamma(w, z)=U_{w w} z_{x}^{4} \tag{4.4}
\end{equation*}
\]
where \(\Gamma(w, z)\) is a function to be determined. Hence
\[
\Gamma(w, z)=U_{w w} / U_{w}
\]
which after two integrations yields
\[
\begin{equation*}
U(x, t, w)=\Theta(x, t) \Gamma(w, z)+\Phi(x, t) \tag{4.5}
\end{equation*}
\]
with \(\Theta(x, t)\) and \(\Phi(x, t)\) arbitrary functions (cf. Remarks 2 and 3 in Sec. III). Therefore it is sufficient to seek similarity reductions of the Boussinesq equation (1.2) in the form (4.1).

Therefore, if we seek a similarity reduction of the Boussinesq equation in the general form (4.2), we are naturally led to the special form (4.1). Although, for many partial differential equations such as the Boussinesq equation, it is sufficient to seek similarity reductions in the special form (4.2), for some others it may be necessary to transform the dependent variable before using (4.1); however, the assumption (4.2) leads naturally to the required transformation.

For example, consider the Harry-Dym equation (cf. Ref. 33).
\[
\begin{equation*}
u_{t}+2\left(u^{-1 / 2}\right)_{x x x}=0 \tag{4.6}
\end{equation*}
\]
which can be solved by inverse scattering \({ }^{34}\) (see, also, Ref. 12) and is related to the Korteweg-de Vries and modified Korteweg-de Vries equations through hodograph transformations. \({ }^{35}\) Let us seek a similarity reduction in the form (4.2). Substitution yields
\[
\begin{align*}
U_{t}+ & U_{w} w^{\prime} z_{t}-\frac{15}{4} U^{-7 / 2}\left(U_{x}+U_{w} w^{\prime} z_{x}\right)^{3} \\
& +\frac{9}{2} U^{-5 / 2}\left(U_{x}+U_{w} w^{\prime} z_{x}\right)\left[U_{x x}+2 U_{x w} w^{\prime} z_{x}+U_{w w}\left(w^{\prime}\right)^{2} z_{x}^{2}+U_{w}\left(w^{\prime \prime} z_{x}^{2}+w^{\prime} z_{x x}\right)\right] \\
& -U^{-3 / 2}\left[U_{x x x}+3 U_{x x w} w^{\prime} z_{x}+3 U_{x w w}\left(w^{\prime}\right)^{2} z_{x}^{2}+U_{w w w}\left(w^{\prime}\right)^{3} z_{x}^{3}+3 U_{x w}\left(w^{\prime \prime} z_{x}^{2}+w^{\prime} z_{x x}\right)\right. \\
& \left.+3 U_{w w}\left\{w^{\prime} w^{\prime \prime} z_{x}^{3}+\left(w^{\prime}\right)^{2} z_{x} z_{x x}\right\}+U_{w}\left(w^{\prime \prime \prime} z_{x}^{3}+3 w^{\prime \prime} z_{x} z_{x x}+w^{\prime} z_{x x x}\right)\right]=0 \tag{4.7}
\end{align*}
\]

Using the coefficient of \(w^{\prime \prime \prime}\) (i.e., \(U^{-3 / 2} U_{w} z_{x}^{3}\) ) as the normalizing coefficient, the coefficient of \(w^{\prime} w^{\prime \prime}\) requires that
\[
U^{-3 / 2} U_{w} z_{x}^{3} \Gamma(w, z)=\frac{3}{2} U^{-5 / 2} U_{w}^{2} z_{x}^{3}-U^{-3 / 2} U_{w w} z_{x}^{3}
\]
that is,
\[
\begin{equation*}
\Gamma(w, z)=-\frac{3}{2} U_{w} / U+U_{w w} / U_{w}, \tag{4.8}
\end{equation*}
\]
where \(\Gamma(w, z)\) is a function to be determined. Integrating twice yields
\[
\begin{equation*}
U^{-1 / 2}(x, t)=\Theta(x, t) \Gamma(w, z)+\Phi(x, t) \tag{4.9}
\end{equation*}
\]
with \(\Theta(x, t)\) and \(\Phi(x, t)\) arbitrary functions (cf. Remark 2 in Sec. III). Hence it is sufficient to seek similarity reductions of the Harry-Dym equation (4.6) in the form
\[
u^{-1 / 2}(x, t)=\alpha(x, t)+\beta(x, t) w(z(x, t))
\]

Alternatively we could first make the transformation \(v=u^{-1 / 2}\) and then seek similarity reductions in the form (4.1). Obvious as this transformation is, our method leads to it systematically.

\section*{V. DISCUSSION}

In this paper we have developed a direct method for determining similarity reductions of a given partial differential equation. However, there are a number of open questions our method poses. First, what is the relationship (if any) between our method and other generalizations of the classical Lie method, such as those of Bluman and Cole \({ }^{18}\) (cf. Ref.
23), Olver and Rosenau, \({ }^{19}\) and Bluman et al. \({ }^{22}\) ? In their generalization of the method of Bluman and Cole, \({ }^{18}\) Olver and Rosenau \({ }^{19}\) showed that in order to determine a groupinvariant solution to a given partial differential equation, one could try any group of infinitesimal transformations whatsoever. Generally, for any specific group and any specific equation, there will be no solutions of the equation invariant under the group, and so the question becomes how does one determine a priori which groups will give meaningful similarity reductions? One possibility is that by seeking a reduction of a certain form (as done in this paper), one is naturally led to the appropriate group (i.e., the requirement that the similarity reduction reduce the partial differential equation to an ordinary differential equation is equivalent to the side conditions in the terminology of Olver and Rosenau \({ }^{18}\) ).

Second, what kind of "symmetries" of the Boussinesq equation are those we have obtained that are not found using the classcial Lie method? (They are "weak symmetries" in the terminology of Olver and Rosenau. \({ }^{19}\) ) As shown in Sec. III, the associated group of infinitesimal transformations does not map solutions of the Boussinesq equation into other solutions of the Boussinesq equation, but rather into solutions of other equations.

The idea of making the ansatz that a similarity reduction of a given partial differential equation have a particular form has been suggested previously in the literature. For example, (i), Gilding \({ }^{36}\) seeks solutions of the porous media equation
\[
u_{t}=\left(u^{m}\right)_{x x}, \quad m>1,
\]
in the form
\[
u(x, t)=\mu(t) f(z), \quad z=\rho(t)[x+\lambda(t)]
\]
and (ii), Fushchlich, in a series of papers with various coauthors, \({ }^{37}\) has obtained exact solutions of several nonlinear relativistic and nonlinear wave equations (including the nonlinear Dirac, Klein-Gordon, Maxwell, and Schrödinger equations) in three spatial and one temporal dimension, using their symmetry properties and seeking solutions in the form
\[
\begin{aligned}
u\left(x_{0}, x_{1}, x_{2}, x_{3}\right)= & A\left(x_{0}, x_{1}, x_{2}, x_{3}\right) w\left(z_{1}, z_{2}, z_{3}\right) \\
& +B\left(x_{0}, x_{1}, x_{2}, x_{3}\right),
\end{aligned}
\]
where
\[
\begin{aligned}
z= & \left(z_{1}\left(x_{0}, x_{1}, x_{2}, x_{3}\right), z_{2}\left(x_{0}, x_{1}, x_{2}, x_{3}\right)\right. \\
& \left.z_{3}\left(x_{0}, x_{1}, x_{2}, x_{3}\right)\right)
\end{aligned}
\]
are the new independent variables, \(w\left(z_{1}, z_{2}, z_{3}\right)\) the new dependent variable, and \(A\left(x_{0}, x_{1}, x_{2}, x_{3}\right)\) and \(B\left(x_{0}, x_{1}, x_{2}, x_{3}\right)\) are determined.

We have applied the method to several other integrable equations including Burgers' equation
\[
\begin{equation*}
u_{t}+u u_{x}+u_{x x}=0 \tag{5.1}
\end{equation*}
\]
which can be mapped into the linear heat equation through the Cole-Hopf transformation \({ }^{38}\); the Korteweg-de Vries equation
\[
\begin{equation*}
u_{t}+u u_{x}+u_{x x x}=0 \tag{5.2}
\end{equation*}
\]
which can be solved by inverse scattering \({ }^{8}\); and the modified Korteweg-de Vries equation
\[
\begin{equation*}
u_{t}+u^{2} u_{x}+u_{x x x}=0 \tag{5.3}
\end{equation*}
\]
which also can be solved by inverse scattering. \({ }^{39}\) However, for these three equations, the similarity reductions obtained are precisely the same as those obtained using the classical Lie method of infinitesimal transformations (for further details see Appendices B, C, and D, respectively, which also provide further examples of the application of our method).

There is much current interest in the mathematically and physically significant determination of similarity reductions of given partial differential equations. (In addition to the references mentioned above, the interested reader might also consult Refs. 40-43, and the references therein.) Our method is a practical and direct one for finding similarity reductions; it has generated similarity reductions that, to the best of our knowledge, are previously unknown. It seems probable that the method can be generalized to higher-order equations with more independent and dependent variables.
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\section*{APPENDIX A: REDUCTION TO PAINLEVÉ EQUATIONS}

In this appendix it is shown that of all the equations of the form
\[
\begin{equation*}
w^{\prime \prime \prime}+w w^{\prime \prime}+\left(w^{\prime}\right)^{2}+f(z) w^{\prime}+g(z)=h(z) \tag{A1}
\end{equation*}
\]
with \(f(z), g(z)\), and \(h(z)\) analytic, the most general one having the Painlevé property, that is, having no solutions with movable singularities except poles, is given by
\(w^{\prime \prime \prime}+w w^{\prime \prime}+\left(w^{\prime}\right)^{2}+(A z+B) w^{\prime}+2 A w=2(A x+B)^{2}\),
where \(A\) and \(B\) are arbitary constants. To show this we follow Ablowitz et al. \({ }^{28}\) in seeking a solution of Eq. (A2) in the Laurent series form
\[
\begin{equation*}
w(z)=\sum_{j=0}^{\infty} w_{j}\left(z-z_{0}\right)^{j+p} \tag{A3}
\end{equation*}
\]
with \(z_{0}\) an arbitrary constant, \(w_{0} \neq 0\) and \(w_{j}, j \geqslant 0\), constants to be determined. Leading-order analysis shows that
\[
\begin{equation*}
w_{0}=-12, \quad p=-2 \tag{A4}
\end{equation*}
\]

Substituting into (A1) and equating coefficients of powers yields for \(j \geqslant 1\) the recursion relation
\[
\begin{align*}
&(j+1)(j-4)(j-5)(j-6) w_{j} \\
&+\frac{1}{2}(j-4)(j-5) \sum_{k=1}^{j-1} w_{k} w_{j-k} \\
&=-\sum_{k=0}^{j-3} f_{k}(j-k-5) w_{j-k-3} \\
&-\sum_{k=0}^{j-4} g_{k} w_{j-k-4}+h_{j-6} \tag{A5a}
\end{align*}
\]
where
\[
\begin{equation*}
f(z)=\sum_{k=0}^{\infty} f_{k}\left(z-z_{0}\right)^{k}, \text { etc. } \tag{A5b}
\end{equation*}
\]
(defining \(w_{j}=0\) for \(j<0\), etc.). This determines \(w_{j}\) for \(j \geqslant 1\) except for \(j=4,5,6\), which are the so-called resonances. For each resonance there is a compatibility condition that must be identically satisfied for Eq. (A1) to have a solution in the form (A3). From Eq. (A5) we obtain
\[
\begin{equation*}
w_{1}=0, \quad w_{2}=0, \quad w_{3}=f_{0} \tag{A6}
\end{equation*}
\]

The compatibility conditions for \(j=4\) and \(j=5\) are
\[
g_{0}=2 f_{1}, \quad g_{1}=2 f_{2}
\]
respectively. Since \(z_{0}\) is arbitrary, necessarily
\[
\begin{equation*}
g(z)=2 \frac{d f}{d z}, \quad \frac{d g}{d z}=\frac{d^{2} f}{d z^{2}} \tag{A7}
\end{equation*}
\]

These hold simultaneously if and only if
\[
\frac{d^{2} f}{d z^{2}}=0
\]
i.e.,
\[
\begin{equation*}
f(z)=A z+B, \quad g(z)=2 A \tag{A8a}
\end{equation*}
\]
with \(A\) and \(B\) arbitrary constants. The compatibility condition for \(j=6\) is
\[
h_{0}=2 f_{0}^{2}
\]

Thus
\[
\begin{equation*}
h(z)=2(A z+B)^{2} \tag{A8b}
\end{equation*}
\]

Unless \(f(z), g(z)\), and \(h(z)\) are as given in Eqs. (A8), the compatibility conditions are violated and so Eq. (A1) has the Painlevé property only if it has the special form (A2).

In order to complete the proof that Eq. (A2) has the Painlevé property, we show that no solution of it has a movable essential singularity by reducing it to known such equations.

Case (a). \(A=0, B=0\) : Integrating Eq. (A2) twice yields
\[
\begin{equation*}
\frac{d^{2} w}{d z^{2}}+\frac{1}{2} w^{2}=c_{1} z+c_{0} \tag{A9}
\end{equation*}
\]

If \(c_{1}=0, w(z)\) is a Weierstrass elliptic function (cf. Ref. 32); otherwise (A9) is the first Painlevé equation (cf. Ref. 26). In either case, all solutions possess the Painlevé property (in fact, are meromorphic); hence no solution of Eq. (A9) has a movable essential singularity.

Case ( \(b\) ). \(A=0, B \neq 0\) : Integrating Eq. (A2) once yields
\[
\begin{equation*}
\frac{d^{3} w}{d z^{3}}+w \frac{d w}{d z}+B w=2 B^{2} z+c_{2} \tag{A10}
\end{equation*}
\]

Then make the transformation
\[
\begin{align*}
& w(z)=B^{2 / 3} W(Z)+B z+c_{2} / 2 B \\
& Z=-\left(B^{1 / 3} z+\frac{1}{2} c_{2} B^{-5 / 3}\right) \tag{Al1}
\end{align*}
\]
which produces
\[
\begin{equation*}
\frac{d^{3} W}{d Z^{3}}+W \frac{d W}{d Z}-\left(2 W+Z \frac{d W}{d Z}\right)=0 \tag{A12}
\end{equation*}
\]

Whitham (see Refs. 27 and 30) noted that solutions of this equation are related to solutions of the second Painlevé equation
\[
\begin{equation*}
\frac{d^{2} V}{d Z^{2}}=2 V^{3}+Z V+\alpha \tag{A13}
\end{equation*}
\]
with \(\alpha\) an arbitrary constant. Actually, as shown by Fokas and Ablowitz, \({ }^{30}\) there is a one-to-one correspondence between solutions of (A12) and (A13) given by
\[
\begin{align*}
& W(Z)=-6\left(V^{\prime}(Z)+V^{2}(Z)\right)  \tag{A14a}\\
& V(Z)=\left[W^{\prime}(Z)+6 a\right] /[2 W(Z)-6 Z] \tag{A14b}
\end{align*}
\]
where \({ }^{\prime}:=d / d Z\). [Equation (A14a) is just the scaling, or self-similar, reduction of the Miura transformation \({ }^{44}\) relating solutions of the modified Korteweg-de Vries equation (5.3) to solutions of the Korteweg-de Vries equation (5.2).] All solutions of the second Painlevé equation possess the Painlevé property (in fact, are meromorphic); hence no solution of Eq. (A10) has a movable essential singularity.

Case (c). \(A \neq 0\) : The transformation
\[
w \rightarrow\left(\frac{4 A}{3}\right)^{1 / 2} w, \quad z \rightarrow\left(\frac{3}{4 A}\right)^{1 / 4} z-\frac{B}{A},
\]
takes (A2) to the form
\[
\begin{equation*}
w^{\prime \prime \prime}+w^{\prime \prime}+\left(w^{\prime}\right)^{2}+\frac{3}{4} z w^{\prime}+\frac{3}{2} w=\frac{9}{8} z^{2} \tag{A15}
\end{equation*}
\]

Hirota and Satsuma \({ }^{45}\) show that there is a "Miura-type" transformation relating solutions of the modified Boussinesq equation
\[
\begin{equation*}
q_{t t}-q_{t} q_{x x}-\frac{1}{2} q_{x}^{2} q_{x x}+q_{x x x x}=0 \tag{A16}
\end{equation*}
\]
to solutions of the Boussinesq equation (1.2) (see, also, Refs. 29 and 46). The Bäcklund transformation
\[
\begin{align*}
& v_{x}(x, t)=-q_{t}+\sqrt{3} q_{x x}-\frac{1}{2} q_{x}^{2}  \tag{A17a}\\
& v_{t}(x, t)=\sqrt{3} q_{x t}+q_{x x x}-q_{x} q_{t}-\frac{1}{6} q_{x}^{3}+\delta \tag{A17b}
\end{align*}
\]
where \(\delta\) is a constant, is easily seen to take a solution \(q\) of the modified Boussinesq equation (A16) to a solution \(v\) of the potential Boussinesq equation
\[
\begin{equation*}
v_{t t}+v_{x} v_{x x}+v_{x x x x}=0 \tag{A18}
\end{equation*}
\]
furthermore \(u=v_{x}\) is a solution of the Boussinesq equation (1.2). The modified Boussinesq equation (A16) has the similarity solution (cf. Ref. 29)
\[
\begin{equation*}
q(x, t)=-\gamma \ln t+p(z), \quad z=x t^{-1 / 2} \tag{A19}
\end{equation*}
\]
where \(p(z)\) satisfies
\[
\begin{aligned}
\gamma+ & \frac{3 z}{4} p^{\prime}+\frac{z^{2}}{4} p^{\prime \prime}+\left(\gamma+\frac{1}{2} z p^{\prime}\right) p^{\prime \prime} \\
& -\frac{1}{2}\left(p^{\prime}\right)^{2} p^{\prime \prime}+p^{\prime \prime \prime}=0
\end{aligned}
\]
with ' \(:=d / d z\); and if we now make the transformation
\[
\begin{equation*}
p^{\prime}(z)=-3^{3 / 4} Q(Z)-z, \quad Z=3^{1 / 4} z / 2 \tag{A20}
\end{equation*}
\]
then \(Q(Z)\) satisfies the fourth Painlevé equation
\[
\begin{align*}
\frac{d^{2} Q}{d Z^{2}}= & \frac{1}{2 Q}\left(\frac{d Q}{d Z}\right)^{2}+\frac{3}{2} Q^{3}+4 Z Q^{2} \\
& +2\left(Z^{2}-\alpha\right) Q+\frac{\beta}{Q} \tag{A21}
\end{align*}
\]
with \(\alpha=8 \gamma /(9 \sqrt{3})\) and \(\beta\) an arbitrary constant (see, also, Ref. 46). The Boussinesq equation (1.2) and the potential Boussinesq equation (A18) possess the similarity reductions
\[
\begin{align*}
& u(x, t)=t^{-1} w(z)-x^{2} / 4 t^{2}, \quad z=x t^{-1 / 2}  \tag{A22a}\\
& v(x, t)=t^{-1 / 2} r(z), \quad z=x t^{-1 / 2} \tag{A22b}
\end{align*}
\]
where \(w(z)\) satisfies Eq. (A15) and \(r(z)\) satisfies
\[
\begin{equation*}
r^{\prime \prime \prime \prime}+r^{\prime} r^{\prime \prime}-\frac{1}{2}\left(r+z r^{\prime}\right)=0 . \tag{A23}
\end{equation*}
\]

Therefore, Eqs. (A17)-(A22) show that if \(Q(Z)\) is a solution of the fourth Painlevé equation, then
\[
\begin{align*}
& \begin{array}{l}
w(z):=
\end{array}-\frac{3 \sqrt{3}}{2}\left(\frac{d Q}{d Z}+Q^{2}(Z)+2 Z Q(Z)+3 Z^{2}\right) \\
&+\frac{9 \sqrt{3}}{8} \alpha-\sqrt{3},  \tag{A24a}\\
& Z:=3^{1 / 4} z / 2, \tag{A24b}
\end{align*}
\]
is a solution of Eq. (A15).
What all this shows is that from any solution of the fourth Painlevé equation we can obtain a solution of (A15). To obtain the converse we substitute the similarity reductions (A19) and (A22) into the Bäcklund transformation (A17) and easily see that if \(r(z)\) is a solution of (A23), then
\[
Q(Z):=-3^{-3 / 4}\left(\frac{\frac{3}{2}\left(r-z r^{\prime}\right)+\sqrt{3} r^{\prime \prime}-z^{3}-2 \sqrt{3} z}{r^{\prime}+z^{2}+2 \gamma-\sqrt{3}}\right)
\]
\[
Z=3^{1 / 4} z / 2
\]
(A25)
satisfies the fourth Painlevé equation (A21); furthermore solutions of Eqs. (A15) and (A23) are related by
\[
\begin{equation*}
w(z)=\frac{d r}{d z}+\frac{z^{2}}{4} . \tag{A26}
\end{equation*}
\]

Equations (A24)-(A26) provide a one-to-one relationship between solutions of Eq. (A15) and solutions of the fourth Painlevé equation. All solutions of the fourth Painlevé equation possess the Painlevé property, i.e., have no movable essential singularities (in fact, are meromorphic). Therefore no solution of Eq. (A15) has a movable essential singularity.

We remark that there is also a direct method to show that no solution of Eq. (A2) has a movable essential singularity. Making the transformation
\[
\begin{equation*}
w(z)=v^{\prime}(z)-(A z+B)^{2} / A \tag{A26'}
\end{equation*}
\]
we obtain a fifth-order equation easily integrated twice to yield
\(v^{\prime \prime \prime}+\frac{1}{2}\left(v^{\prime}\right)^{2}-\frac{A z+B}{A}\left[(A z+B) v^{\prime}-A v\right]=c_{1} z+c_{2}\).
Multiplying by \(v^{\prime \prime}\) and integrating again yields
\[
\begin{align*}
& \frac{1}{2}\left(v^{\prime \prime}\right)^{2}+\frac{1}{6}\left(v^{\prime}\right)^{3}-(1 / 2 A)\left[(A z+B) v^{\prime}-A v\right]^{2} \\
& \quad=\left(c_{1} / A\right)\left[(A z+B) v^{\prime}-A v\right]+c_{2} v^{\prime}+c_{3} . \tag{A28}
\end{align*}
\]

This is equivalent (through rescaling and translation of the variables) to an equation given by Chazy, \({ }^{47}\)
\[
\begin{equation*}
\left(y^{\prime \prime}\right)^{2}+4\left(y^{\prime}\right)^{3}+\left(z y^{\prime}-y\right)^{2}+\alpha y^{\prime}+\beta=0 \tag{A29}
\end{equation*}
\]
with \(\alpha\) and \(\beta\) constants. According to Chazy, this is "an algebraic transformation of the fourth Painlevé equation" [Eq. (A29) is sometimes referred to as Chazy IV, cf. Refs. 29 and 48]. Furthermore, as shown by Chazy, \({ }^{47}\) for any solution of (A29), \(\exp \left\{s^{z} y(s) d s\right\}\) is analytic except at the points \(0, \infty\). Hence we conclude that no solution of Eq. (A26), and hence also of Eq. (A2), has a movable essential singularity.

\section*{APPENDIX B: BURGERS' EQUATION}

In this appendix we outline how to determine the similarity reductions of Burgers' equation
\[
\begin{equation*}
u_{t}+u u_{x}+u_{x x}=0 \tag{B1}
\end{equation*}
\]
using the method developed in this paper. As with the Boussinesq equation (1.2), it suffices to seek similarity reductions in the special form
\[
\begin{equation*}
u(x, t)=\alpha(x, t)+\beta(x, t) w(z(x, t)) \tag{B2}
\end{equation*}
\]

Substituting (B2) and (B1) and collecting coefficients yields
\(\beta z_{x}^{2} w^{\prime \prime}+\left(2 \beta_{x} z_{x}+\beta z_{x x}+\beta z_{t}+\alpha \beta z_{x}\right) w^{\prime}\)
\[
\begin{align*}
& +\left(\beta_{x x}+\beta_{t}+\alpha \beta_{x}+\alpha_{x} \beta\right) w \\
& +\beta^{2} z_{x} w w^{\prime}+\beta \beta_{x} w^{2}+\alpha_{x x}+\alpha_{t}+\alpha \alpha_{x}=0 \tag{B3}
\end{align*}
\]

We use the coefficient of \(w^{\prime \prime}\) as the normalizing coefficient. For this to be an ordinary differential equation, from the coefficient of \(w w^{\prime}\) we get
\[
\beta z_{x}^{2} \Gamma(z)=\beta^{2} z_{x},
\]
where \(\Gamma(z)\) is to be determined. Using the freedom in Remark 3(i) in Sec. III, we take
\[
\begin{equation*}
\beta=z_{x} \tag{B4}
\end{equation*}
\]

The coefficient of \(w^{2}\) gives
\[
\beta z_{x}^{2} \Gamma(z)=\beta \beta_{x},
\]
where \(\Gamma(z)\) is to be determined. Using (B4), integrating twice, and using the freedoms in Remark 2 and 3 (iii), we have
\[
\begin{equation*}
z=x \theta(t)+\sigma(t), \quad \beta=\theta(t), \tag{B5}
\end{equation*}
\]
where \(\theta(t)\) and \(\sigma(t)\) are to be determined. Equation (B3) simplifies to
\[
\begin{align*}
& \theta^{3}\left(w^{\prime \prime}+w w^{\prime}\right)+\theta\left\{\left(x \frac{d \theta}{d t}+\frac{d \sigma}{d t}\right)+\alpha \theta\right\} w^{\prime} \\
& \quad+\left\{\frac{d \theta}{d t}+\alpha_{x} \theta\right\} w+\alpha_{x x}+\alpha_{t}+\alpha \alpha_{x}=0 \tag{B6}
\end{align*}
\]

This is an ordinary differential equation for \(w(z)\) provided that
\[
\begin{align*}
& \alpha=-\frac{1}{\theta}\left(x \frac{d \theta}{d t}+\frac{d \sigma}{d t}\right)  \tag{B7}\\
& \theta \frac{d^{2} \theta}{d t^{2}}-2\left(\frac{d \theta}{d t}\right)^{2}=A^{2} \theta^{6}  \tag{B8}\\
& \theta \frac{d^{2} \sigma}{d t^{2}}-2 \frac{d \theta}{d t} \frac{d \sigma}{d t}=\theta^{5}\left(A^{2} \sigma+2 B\right) \tag{B9}
\end{align*}
\]
with \(A\) and \(B\) arbitrary constants. Multiplying (B8) by \(2 \theta^{-2} d \theta / d t\) and integrating gives
\[
\begin{equation*}
\left(\frac{d \theta}{d t}\right)^{2}=A^{2} \theta^{6}+C^{2} \theta^{4} \tag{B10}
\end{equation*}
\]
with \(C\) an arbitrary constant.
Therefore the general similarity reduction of Burgers' equation (B1) is given by
\[
\begin{gathered}
u(x, t)=\theta(t) w(z)-\frac{1}{\theta}\left(x \frac{d \theta}{d t}+\frac{d \sigma}{d t}\right) \\
z=x \theta(t)+\sigma(t)
\end{gathered}
\]
where \(\theta(t)\) and \(\sigma(t)\) satisfy (B9) and (B10).
There are four cases to consider.
Case 1. \(A=0, C=0\) : Here the solutions are
\[
\theta(t)=\theta_{0}, \quad \sigma(t)=B t^{2}+c_{1} t+c_{2}
\]

We set \(\theta_{0}=1\) and obtain the similarity reduction,
\[
\begin{equation*}
u(x, t)=w(z)-2 B t-c_{1}, \quad z=x+B t^{2}+c_{1}+c_{2} \tag{B11}
\end{equation*}
\]

Case 2. \(A \neq 0, C=0\) : We set \(A=-\frac{1}{2}\) and \(B=0\). Then \(\theta(t)=\left(t-t_{0}\right)^{-1 / 2}\),
\(\sigma(t)=c_{3}\left(t-t_{0}\right)^{1 / 2}+c_{4}\left(t-t_{0}\right)^{-1 / 2}\).
Setting \(t_{0}=1, c_{4}=0\), we obtain
\[
\begin{equation*}
u(x, t)=t^{-1 / 2} w(z)+x / 2 t-\frac{1}{2} c_{3} . \tag{B12}
\end{equation*}
\]

Case 3. \(A=0, C \neq 0\) : We set \(C=-1\). Then
\(\theta(t)=\left(t-t_{0}\right)^{-1}\),
\(\sigma(t)=B\left(t-t_{0}\right)^{-2}+c_{5}\left(t-t_{0}\right)^{-1}+c_{6}\).

Setting \(t_{0}=1, c_{5}=0\), and \(c_{6}=0\), we obtain
\(u(x, t)=t^{-1} w(z)+\frac{x}{t}+\frac{2 B}{t^{2}}, \quad z=\frac{x}{t}+\frac{B}{t^{2}}\).
Case 4. \(A \neq 0, C \neq 0\). We set \(A^{2}=-1, B=0, C^{2}=1\). Then \(\theta(t)=\left(t^{2} \pm 1\right)^{-1 / 2}, \quad \sigma(t)=c_{7} t+c_{8}\left(t^{2} \pm 1\right)^{-1 / 2}\).
Setting \(c_{8}=0\), we obtain
\[
\begin{equation*}
u(x, t)=\left(t^{2} \pm 1\right)^{-1 / 2} w(z)+\frac{x t-c_{7}}{t^{2} \pm 1}, \quad z=\frac{x+c_{7} t}{t^{2} \pm 1} \tag{B14}
\end{equation*}
\]

The infinitesimals for Burgers' equation obtained using the classical Lie method are
\[
\begin{align*}
& X=\alpha x+\beta t+\gamma x t+\delta  \tag{B15a}\\
& T=2 \alpha t+\gamma t^{2}+\kappa  \tag{B15b}\\
& U=-\alpha u+\gamma(x-t u)+\beta \tag{B15c}
\end{align*}
\]
with \(\alpha, \beta, \gamma, \delta\), and \(\kappa\) arbitrary constants (cf. Ref. 49). It is easily shown that all the similarity reductions obtained by our method (B11)-(B14) for Bergers' equation (B1) can also be obtained from these infinitesimals (cf. Ref. 49).

\section*{APPENDIX C: KORTEWEG-dE VRIES EQUATION}

In this appendix we outline how to determine the similarity reductions of the Korteweg-de Vries equation
\[
\begin{equation*}
u_{t}+u u_{x}+u_{x x x}=0 \tag{C1}
\end{equation*}
\]
using the method developed in this paper. It suffices to assume the special form
\[
\begin{equation*}
u(x, t)=\alpha(x, t)+\beta(x, t) w(z(x, t)) . \tag{C2}
\end{equation*}
\]

Substituting and collecting coefficients yields
\[
\begin{align*}
& \beta z_{x}^{3} w^{\prime \prime \prime}+\left(3 \beta_{x} z_{x}^{2}+3 \beta z_{x} z_{x x}\right) w^{\prime \prime} \\
& \quad+\left(3 \beta_{x x} z_{x}+3 \beta_{x} z_{x x}+\beta z_{x x x}+\beta z_{t}+\alpha \beta z_{x}\right) w^{\prime} \\
& \quad+\left(\beta_{x x x}+\beta_{t}+\alpha \beta_{x}+\alpha_{x} \beta\right) w+\beta^{2} z_{x} w w^{\prime}+\beta \beta_{x} w^{2} \\
& \quad+\alpha_{x x x}+\alpha_{t}+\alpha \alpha_{x}=0 \tag{C3}
\end{align*}
\]

We use the coefficient of \(w^{\prime \prime \prime}\) as the normalizing coefficient. For this to be an ordinary differential equation, from the coefficient of \(w w^{\prime}\) we get
\[
\beta z_{x}^{3} \Gamma(z)=\beta^{2} z_{x}
\]
where \(\Gamma(z)\) is to be determined. Using the freedom in Remark 3(i) in Sec. III,
\[
\begin{equation*}
\beta=z_{x}^{2} \tag{C4}
\end{equation*}
\]

The coefficient of \(w^{2}\) gives
\[
\beta z_{x}^{3} \Gamma(z)=\beta \beta_{x}
\]
where \(\Gamma(z)\) is to be determined. Using (C4), integrating twice, and using the freedoms in Remarks 2 and 3(iii), we have
\[
\begin{equation*}
z=x \theta(t)+\sigma(t), \quad \beta=\theta^{2}(t) \tag{C5}
\end{equation*}
\]
where \(\theta(t)\) and \(\sigma(t)\) are to be determined. Equation (C3) simplifies to
\[
\begin{align*}
& \theta^{5}\left(w^{\prime \prime \prime}+w w^{\prime}\right)+\theta^{2}\left\{\left(x \frac{d \theta}{d t}+\frac{d \sigma}{d t}\right)+\alpha \theta\right\} w^{\prime} \\
& \quad+\left\{2 \theta \frac{d \theta}{d t}+\alpha_{x} \theta^{2}\right\} w+\alpha_{x x x}+\alpha_{t}+\alpha \alpha_{x}=0 \tag{C6}
\end{align*}
\]

The conditions for this to be an ordinary differential equation give successively, from the coefficients of \(w^{\prime}, w\), and 1 ,
\[
\begin{align*}
& \alpha=-\frac{1}{\theta}\left(x \frac{d \theta}{d t}+\frac{d \sigma}{d t}\right)  \tag{C7}\\
& \frac{d \theta}{d t}=A \theta^{3}  \tag{C8}\\
& \theta \frac{d^{2} \sigma}{d t^{2}}-2 \frac{d \theta}{d t} \frac{d \sigma}{d t}=2 \theta^{6}\left(A^{2} \sigma+B\right) \tag{C9}
\end{align*}
\]
with \(B\) another arbitrary constant.
Therefore the general similarity reduction of the Kortweg-de Vries equation (C1) is
\[
\begin{aligned}
& u(x, t)=\theta^{2}(t) w(z)-\frac{1}{\theta}\left(x \frac{d \theta}{d t}+\frac{d \sigma}{d t}\right) \\
& z=x \theta(t)+\sigma(t)
\end{aligned}
\]
where \(\theta(t)\) and \(\sigma(t)\) satisfy (C8) and (C9).
There are two cases to consider.
Case 1. \(A \neq 0\) : We set \(A=-\frac{1}{3}, B=0\). Thus
\(\theta=\left(t-t_{0}\right)^{-1 / 3}, \quad \sigma(t)=c_{1}\left(t-t_{0}\right)^{2 / 3}+c_{2}\left(t-t_{0}\right)^{-1 / 3}\).
We set \(t_{0}=0, c_{2}=0\) and obtain the similarity reduction
\[
\begin{equation*}
u(x, t)=t^{-2 / 3} w(z)+\frac{x}{3 t}-\frac{2}{3} c_{1}, \quad z=\frac{x+c_{1} t}{t^{1 / 3}} . \tag{C10}
\end{equation*}
\]

Case 2. \(A=0\). We set \(\theta=1\), and then
\[
\sigma(t)=B t^{2}+c_{3} t+c_{4}
\]

Now set \(c_{4}=0\) and obtain the similarity reduction
\(u(x, t)=w(z)-2 B t-c_{3}, \quad z=x+B t^{2}+c_{1} t\).
The infinitesimals for the Korteweg-de Vries equation obtained using the classical Lie method are
\[
\begin{align*}
& X=\alpha x+\beta t+\gamma, \quad T=3 \alpha t+\delta  \tag{C11}\\
& U=-2 \alpha u+\beta
\end{align*}
\]
with \(\alpha, \beta, \gamma\), and \(\delta\) arbitrary constants (cf. Ref. 16, p. 129, and Refs. 41-43). It is easily shown that both the similarity reductions ( C 10 ) and ( C 11 ) for the Korteweg-de Vries equation ( Cl ) can be obtained from these infinitesimals (cf. Ref. 16, p. 196, and Ref. 43).

\section*{APPENDIX D: MODIFIED KORTEWEG-dE VRIES EQUATION}

In this appendix we outline how to determine similarity reductions of the modified Korteweg-de Vries equation
\[
\begin{equation*}
u_{t}+u^{2} u_{x}+u_{x x x}=0 \tag{D1}
\end{equation*}
\]
using the method developed in this paper. It suffices to assume
\[
\begin{equation*}
u(x, t)=\alpha(x, t)+\beta(x, t) w(z(x, t)) \tag{D2}
\end{equation*}
\]

Substituting and collecting coefficients yields
\[
\begin{align*}
& \beta z_{x}^{3} w^{\prime \prime \prime}+\left(3 \beta_{x} z_{x}^{2}+3 \beta z_{x} z_{x x}\right) w^{\prime \prime}+\left(3 \beta_{x x} z_{x}+3 \beta_{x} z_{x x}\right. \\
& \left.\quad+\beta z_{x x x}+\beta z_{i}+\alpha^{2} \beta z_{x}\right) w^{\prime}+\left(\beta_{x x x}+\beta_{t}+\alpha^{2} \beta_{x}\right. \\
& \left.\quad+2 \alpha \alpha_{x} \beta\right) w+\beta^{3} z_{x} w^{2} w^{\prime}+\beta^{2} \beta_{x} w^{3}+2 \alpha \beta^{2} z_{x} w w^{\prime} \\
& \quad+\left(2 \alpha \beta \beta_{x}+\alpha_{x} \beta^{2}\right) w^{2}+\alpha_{x x x}+\alpha_{t}+\alpha \alpha_{x}=0 \tag{D3}
\end{align*}
\]

We use the coefficient of \(w^{\prime \prime \prime}\) as the normalizing coefficient. For this to be an ordinary differential equation for \(w(z)\), from the coefficient of \(w^{2} w^{\prime}\) we get
\[
\beta z_{x}^{3} \Gamma(z)=\beta^{3} z_{x},
\]
where \(\Gamma(z)\) is to be determined. Using the freedom in Remark 3(i) of Sec. III,
\[
\begin{equation*}
\beta=z_{x} . \tag{D4}
\end{equation*}
\]

The coefficient of \(w^{3}\) gives
\[
\beta z_{x}^{3} \Gamma(z)=\beta^{2} \beta_{x},
\]
where \(\Gamma(z)\) is to be determined. Using (D4), integrating twice, and using the freedoms in Remarks 2 and 3(iii), we have
\[
\begin{equation*}
z=x \theta(t)+\sigma(t), \quad \beta=\theta(t) \tag{D5}
\end{equation*}
\]
where \(\theta(t)\) and \(\sigma(t)\) are to be determined. The coefficient of \(w w^{\prime}\) gives
\[
\beta z_{x}^{3} \Gamma(z)=2 \alpha \beta^{2} z_{x},
\]
where \(\Gamma(z)\) is to be determined. Using (D4) and the freedom in Remark 3(i), we have
\[
\begin{equation*}
\alpha \equiv 0 \tag{D6}
\end{equation*}
\]

Equation (D3) simplies to
\[
\begin{equation*}
\theta^{4}\left(w^{\prime \prime \prime}+w w^{\prime}\right)+\theta\left(x \frac{d \theta}{d t}+\frac{d \sigma}{d t}\right) w^{\prime}+\frac{d \theta}{d t} w=0 \tag{D7}
\end{equation*}
\]

This is an ordinary differential equation for \(w(z)\) provided that
\[
\begin{align*}
& \frac{d \theta}{d t}=A \theta^{4}  \tag{D8a}\\
& \frac{d \sigma}{d t}=\theta^{3}(A \sigma+B) \tag{D8b}
\end{align*}
\]
where \(A\) and \(B\) are arbitrary constants.
Therefore the general similarity reduction of the modified Kortweg-de Vries equation is
\[
u(x, t)=\theta(t) w(z), \quad z=x \theta(t)+\sigma(t),
\]
where \(\theta(t)\) and \(\sigma(t)\) satisfy Eqs. (D8).
There are two cases to consider.
Case 1. \(A \neq 0\) : We set \(A=-\frac{1}{3}, B=0\). Hence
\[
\begin{equation*}
\theta(t)=\left(t-t_{0}\right)^{-1 / 3}, \quad \sigma(t)=c_{1}\left(t-t_{0}\right)^{-1 / 3} . \tag{D9}
\end{equation*}
\]

Setting \(t_{0}=0, c_{1}=0\), we obtain the similarity reduction
\[
\begin{equation*}
u(x, t)=t^{-1 / 3} w(z), \quad z=x t^{-1 / 3} \tag{D10}
\end{equation*}
\]

Case 2. \(A=0\) : Solving (D8),
\[
\theta(t)=c_{2}, \quad \sigma(t)=B t+c_{3} .
\]

Setting \(c_{2}=1, c_{3}=0\), we obtain the similarity reduction
\[
\begin{equation*}
u(x, t)=w(z), \quad z=x+B t . \tag{D11}
\end{equation*}
\]

The infinitesimals for the modified Korteweg-de Vries
equation obtained using the classical Lie method are
\[
\begin{equation*}
X=\alpha x+\beta, \quad T=3 \alpha t+\gamma, \quad U=-2 \alpha u \tag{D12}
\end{equation*}
\]
with \(\alpha, \beta\), and \(\gamma\) arbitrary constants (cf. Ref. 42). It is easily shown that both the similarity reductions (D10) and (D11) for the modified Korteweg-de Vries equation (D1) can be obtained from these infinitesimals (cf. 42).
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\begin{abstract}
The effect of enlarging the class of admissible movable singularities in Painlevé analysis to include all rational algebraic branch points is examined for a class of quartic polynomial potentials. Eight homogeneous quartic potentials are found in addition to the seven integrable cases given by weak Painlevé analysis. They are examined using various numerical techniques and Ziglin's theorem. Only one of them remains a candidate for integrability, which indicates that, in general, most rational algebraic branch points are incompatible with integrability. Movable logarithmic singularities also appear to be inconsistent with integrability. However, the remaining potentials are either regular or nearly regular for the energies examined, and are therefore still of interest for numerical purposes. The corresponding surfaces of section are found to be particularly simple in structure and belong to a small number of topologically distinct classes. Their stable and unstable periodic orbit structures are examined to provide information about their regularity and for use in Ziglin's theorem. There appears to be a correlation between the resonances of the stable periodic orbits and the order of the corresponding movable singularities.
\end{abstract}

\section*{I. INTRODUCTION}

Integrable systems are the exception and not the rule. Most nonlinear systems possess chaotic regions of various sizes in their phase spaces, indicating the absence of a full complement of global isolating integrals of the motion. The problem is how to locate these integrable systems.

Ablowitz et al. \({ }^{1}\) suggested that if a partial differential equation was soluble by inverse scattering transform methods, then every ordinary differential equation arising as a similarity solution is of Painleve type. They then presented an algorithm that allows the user to determine whether an ordinary differential equation possesses the Painlevé property, that is, its only movable singularities are poles. Chang et \(a l .^{2}\) and Segur \({ }^{3}\) applied such an algorithm, which we call Painlevé analysis, to the Hénon-Heiles and Lorenz systems. They found that all the resulting systems were integrable. This lead to the idea, which we will refer to as the Painlevé conjecture, that a system possessing the Painlevé property will be integrable. This conjecture has been used successfully by a number of authors, including Bountis et al., \({ }^{4}\) to predict integrable cases of a wide range of systems. A generalization of the original conjecture by Ramani et al. \({ }^{5}\) and Grammati\(\cos\) et al., \({ }^{6}\) who allowed limited types of movable algebraic singularities as well as poles, was able to predict a number of additional integrable cases.

The essence of the Painleve conjecture is that if the solutions of the equations of motion have a particular movable singularity structure, then there exist a full complement of isolating integrals of the motion and the system is integrable. The continued success of various versions of the conjecture suggests that some form of it is correct. The question is what types of movable singularities should be admitted? The original variation used by Chang et al. \({ }^{2}\) allowed only movable poles, while Ramani et al. \({ }^{5}\) allowed some movable branch points. Conversely, Yoshida \({ }^{7}\) showed that movable complex and irrational algebraic branch points were not consistent with integrability. It is the remaining class of movable ra-
tional algebraic branch points, not covered by weak Painlevé analysis, that are of interest here.

In this paper we examine a collection of quartic polynomial potentials whose only movable singularities are rational algebraic branch points, using Ziglin's theorem \({ }^{8}\) and explicit calculation of additional integrals of the motion. Their integrability or lack thereof can also be explored by various numerical techniques, such as the method of surface of section and an examination of their periodic orbit structures. Of particular interest are the invariant curves of unstable periodic orbits that indicate regular behavior for the system. It will be found that all the regular quartic potentials examined have common properties and are naturally ordered by the resonances exhibited by their stable periodic orbits.

\section*{II. PAINLEVÉ ANALYSIS OF THE VERHULST POTENTIALS}

The quartic polynomial potentials of interest here were first studied by Verhulst. \({ }^{9}\) He examined the existence and stability of bifurcations of orbit families, using averaging procedures and modified Birkoff transformations. The derivation of this discrete-symmetric quartic potential as a truncated Taylor series appears in Verhulst. \({ }^{9}\) The Verhulst potentials are of the form
\[
\begin{align*}
V(x, z)= & \frac{1}{2}\left(\omega_{1}^{2} x^{2}+\omega_{2}^{2} z^{2}\right)-\left(\frac{A_{1}}{3} x^{3}+A_{2} x z^{2}\right) \\
& -\left(\frac{B_{1}}{4} x^{4}+\frac{B_{2}}{2} x^{2} z^{2}+\frac{B_{3}}{4} z^{4}\right) \tag{1}
\end{align*}
\]
where the coefficients \(\omega_{1}^{2}, \omega_{2}^{2}, A_{1}, A_{2}, B_{1}, B_{2}\), and \(B_{3}\) are all real. We will restrict ourselves to potentials with \(B_{1}, B_{2}\), and \(B_{3} \leqslant 0\). The equations of motion are
\[
\begin{align*}
& \ddot{x}+\omega_{1}^{2} x=A_{1} x^{2}+A_{2} z^{2}+B_{1} x^{3}+B_{2} x z^{2},  \tag{2a}\\
& \ddot{z}+\omega_{2}^{2} z=2 A_{2} x z+B_{2} x^{2} z+B_{3} z^{3} . \tag{2b}
\end{align*}
\]

The homogeneous quartic potential
\[
\begin{equation*}
V(x, z)=\lambda_{1} x^{4}+2 x^{2} z^{2}+\lambda_{3} z^{4}, \tag{3}
\end{equation*}
\]
is obtained from the full Verhulst potential (1) by setting all the lower-order terms to zero. We have defined \(\lambda_{1}=B_{1} / B_{2}\) and \(\lambda_{3}=B_{3} / B_{2}\).

A number of authors \({ }^{2-4}\) have successfully applied standard Painlevé analysis to various systems, including the Hénon-Heiles and Lorenz systems, Toda lattices with various boundary conditions and homogeneous quartic potentials and found a range of integrable cases. They all required that the only movable singularities exhibited by the equations of motion be poles.

Ramani et al. \({ }^{5}\) found an integrable quintic potential
\[
\begin{equation*}
V=x^{5}+x^{3} y^{2}+\frac{3}{16} x y^{4}, \tag{4}
\end{equation*}
\]
with an independent second integral
\[
I=\dot{y}(y \dot{x}-x \dot{y})+\frac{1}{2} x^{4} y^{2}+\frac{3}{8} x^{2} y^{4}+\frac{1}{3} y^{6} .
\]

Singularity analysis revealed a leading-order behavior of \(\left(t-t_{0}\right)^{-2 / 3}\). This showed that integrable systems with more general singularity structures than poles do exist. This lead Ramani et al. \({ }^{5}\) to propose a generalization, termed weak Painlevé analysis, allowing a very restricted type of rational algebraic branch point in addition to the previously allowed poles. The type of singularity allowed is closely related to the degree of the polynomial potential being examined. Grammaticos et al. \({ }^{6}\) clarified this by saying that a polynomial potential had the weak Painlevé property if it had expansions in terms of
\[
\left(t-t_{0}\right)^{1 / r}
\]
where
\[
r= \begin{cases}p, & \text { for } p \text { odd } \\ p / 2, & \text { for } p \text { even }\end{cases}
\]
where the polynomial potential has degree \(p+2\). So for the quintic potential (4), with \(p=3\), they looked for expansions in terms of \(\left(t-t_{0}\right)^{-1 / 3}\), as well as those in terms of \(\left(t-t_{0}\right)^{-1}\). For any polynomial potential there are always two types of singularity expansion to be examined. The first are poles and the second are a very specific type of rational algebraic branch point whose order is related to the degree of the potential. It is, however, not obvious how to define this extra allowed exponent for nonpolynomial potentials.

Yoshida \({ }^{7}\) showed that the existence of irrational and complex algebraic branch points is inconsistent with a system being integrable. This leaves systems whose movable singularity structures belong to the vast class of all rational algebraic branch points. The single extra expansion allowed by weak Painlevé analysis is but a single member of this infinite class of possible expansions. Solutions with these singularity types have not been examined before and it is one of the purposes of this paper to determine which, if any, of these rational algebraic branch points, in addition to the two allowed by weak Painlevé analysis, are consistent with integrability for the class of quartic potentials above.

The standard Painlevé analysis algorithm presented by Ablowitz et al. \({ }^{1}\) remains unchanged for all the variations and consists of the three following parts.
(a) Finding the dominant behavior of the solution near any movable singularity. This is accomplished by substituting the expressions
\[
x=a\left(t-t_{0}\right)^{p}, \quad z=b\left(t-t_{0}\right)^{q}
\]
into Eqs. (2) and finding all values of \(p\) and \(q\) for which the leading-order terms balance.
(b) Finding the resonances: These indicate which terms in the Laurent series expansions of the solutions have arbitrary coefficients. The expressions
\[
x=a \Delta t^{p}+\alpha \Delta t^{p+r}, \quad z=b \Delta t^{q}+\beta \Delta t^{q+r}
\]
where \(\Delta t=t-t_{0}\) are substituted into Eqs. (2) and the corresponding values of \(r\) are calculated for each pair of \(p\) and \(q\) values.
(c) Determining the constants of integration involves calculating all the coefficients in the Laurent series expansions occurring up to the final resonance. This indicates the existence or otherwise of logarithmic branch points. In the original application of the conjecture, Chang et al. \({ }^{2}\) suggested that the existence of logarithmic branch points was inconsistent with integrability.

In standard Painlevé analysis only poles were allowed. All the leading-order powers \(p\) and \(q\) and resonances \(r\) were required to be integers. In weak Painlevé analysis they are allowed to be integer or integer multiples of \(\frac{1}{2}\). Now we wish to allow the movable singularities to be any type of rational algebraic branch point. The leading-order powers \(p\) and \(q\) and the resonances \(r\) then take all rational values.

For Eqs. (2) there are five cases of balancing. The expressions for \(p, q\), and the corresponding resonances and existence criterion are given in Table I for each of these cases. All the leading-order powers and resonances for all five cases are rational if the expressions
\[
\begin{equation*}
\frac{1}{2}-\frac{1}{2} \sqrt{1+8 / \lambda_{1}}, \quad \frac{1}{2}+\frac{1}{2} \sqrt{1+8 / \lambda_{3}}, \quad \frac{3}{2}+\frac{1}{2} \sqrt{25+16 \gamma} \tag{5}
\end{equation*}
\]
are all rational numbers of the form \(m_{1} / n, m_{2} / n\), and \(m_{3} / n\), respectively, where \(m_{1}, m_{2}, m_{3}\), and \(n\) are all integers and \(\gamma=\left(2-\lambda_{1}-\lambda_{3}\right) /\left(\lambda_{1} \lambda_{3}-1\right)\). These three conditions arise from \(q\) from case \(2 b, p\) from case 3 a , and the third resonance \(r_{3}\) from case 1 , respectively. We will define the order of each potential to be the integral denominator \(n\). The Laurent expansion of the solution is then written in terms of \(\left(t-t_{0}\right)^{1 / n}\) and possesses a finitely branched movable singularity of order \(n\). In weak Painlevé analysis only \(n=2\) is allowed.

To determine the values of \(\lambda_{1}\) and \(\lambda_{3}\) that satisfy the rationality conditions (5), we choose a value of \(n\), beginning with \(n=1\), and systematically use all appropriate values of \(m_{1}, m_{2}\), and \(m_{3}\) and attempt to solve for \(\lambda_{1}\) and \(\lambda_{3}\). In most cases there is no solution. The first 14 sets of coefficients \(\lambda_{1}\) and \(\lambda_{3}\), with the lowest values of \(n\) satisfying these conditions, are given in Tables II and III. Those in Table III correspond to homogeneous quartic potentials of the form
\[
\begin{equation*}
V_{n}(x, z)=\lambda_{1}(n) x^{4}+2 x^{2} z^{2}+\lambda_{3}(n) z^{4} \tag{6}
\end{equation*}
\]
which we call \(V_{1}, \ldots, V_{10}\). Of these, only \(V_{1}\) can be found using weak Painleve analysis. None of the potentials in Tables II or III possess any movable irrational or complex algebraic

TABLE I. The leading-order powers \(p\) and \(q\) and the resonances are given for each of the five possible cases of the leading-order terms balancing. Case 2 b and \(\mathbf{3 b}\) exist only under restricted circumstances. The last column of this table gives the number of arbitrary parameters in the resulting series solutions.
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline Case & p & q & \(\mathrm{r}_{1}\) & \(\mathbf{r}_{2}\) & \(\mathrm{r}_{3}\) & \(\mathrm{r}_{4}\) & Existence conditions & Number of parameters in solution \\
\hline 1 & -1 & \(-1\) & \(-1\) & & \(+16 \gamma\) & 4 & & 4 or 3 \\
\hline 2 a & -1 & \(\frac{1}{2}+\frac{1}{2} \sqrt{1+8 / \lambda_{1}}\) & -1 & 0 & 4 & \(\cdots\) & & 3 \\
\hline 2 b & -1 & \(\frac{1}{2}-\frac{1}{2} \sqrt{1+8 / \lambda_{1}}\) & -1 & 0 & \(\sqrt{1+8 / \lambda_{1}}\) & 4 & \(1 / \lambda_{1}<1\) & 4 \\
\hline 3 a & \(\frac{1}{2}+\frac{1}{2} \sqrt{1+8 / \lambda_{3}}\) & \(-1\) & \(-1\) & 0 & 4 & \(\cdots\) & & 3 \\
\hline 3b & \(\frac{1}{2}-\frac{1}{2} \sqrt{1+8 / \lambda_{3}}\) & -1 & \(-1\) & 0 & \(\sqrt{1+8 / \lambda_{3}}\) & 4 & \(1 / \lambda_{3}<1\) & 4 \\
\hline
\end{tabular}
branch points. There are more potentials with higher order ( \(n>19\) ) rational algebraic singularities, which will not be examined here.

For each of the potentials in Table II it is necessary to determine whether or not it possesses any logarithmic singularities by calculating the constants of integration. For convenience we set \(\omega_{1}^{2}=1\) and \(\omega_{2}^{2}=\omega^{2}\) by scaling the potential. The restrictions in Table II all arise from the requirement that there be no movable logarithmic singularities. Any potential with these \(\lambda_{1}\) and \(\lambda_{3}\) values, which does not satisfy the corresponding restrictions possesses logarithmic singularities. The corresponding homogeneous versions of these potentials had previously been found by Bountis et al. \({ }^{4}\) and Ramani et al. \({ }^{5}\) using standard and weak Painlevé analysis, respectively. Integrals of the motion for the full potentials in Table II will be given in the next section. Integrals were only found for those subclasses whose solutions contained no logarithmic singularities. This will be discussed in more detail later. Numerical surface of section calculations for these potentials are described in Sec. IV. Again, any potential possessing logarithmic singularities was found to have significant chaotic regions and was therefore nonintegrable.

Performing the logarithmic analysis on the ten homogeneous potentials, given in Table III, we find that \(V_{1}\) and \(V_{3}\) both possess movable logarithmic singularities. The surfaces of section for both potentials, discussed in Sec. IV, contain large chaotic regions and are nonintegrable. The existence of logarithmic singularities appears to be incompatible with integrability for these types of potentials. This may not be universally true for all systems. There certainly exist integrable one-dimensional systems with movable logarithmic singu-

TABLE II. Seven families of potentials obtained by using weak Painlevé analysis. The first three potentials have movable poles. The others have Laurent series expansions in \(\left(t-t_{0}\right)^{1 / 2}\).
\begin{tabular}{ccccc}
\hline Potential & \(\lambda_{1}\) & \(\lambda_{3}\) & Restrictions & Resonance \\
\hline\(U_{1}\) & 1 & 1 & \(A_{1}=0, \quad A_{2}=0\) & \(1: 1\) \\
\(U_{2}\) & 1 & 1 & \(A_{1}=3 A_{2}, \quad B_{2}=-2 A_{2}^{2}\) & \(1: 1\) \\
\(U_{3}\) & \(\frac{1}{3}\) & \(\frac{1}{3}\) & \(\omega^{2}=1, \quad A_{1}=A_{2}\) & \(1: 1\) \\
\(U_{4}\) & \(\frac{8}{3}\) & \(\frac{1}{3}\) & \(A_{1}=8 A_{2}, \quad \omega^{2}=\frac{1}{4}+A_{2}^{2} / B_{2}\) & \(1: 1\) \\
\(U_{5}\) & \(\frac{8}{3}\) & \(\frac{1}{6}\) & \(\omega^{2}=\frac{1}{4}+\frac{1}{2} A_{2} / B_{2}\left(A_{1}-6 A_{2}\right)\) & \(2: 1\) \\
\(U_{6}\) & \(\frac{1}{3}\) & \(\frac{8}{3}\) & \(\omega^{2}=4+A_{2} / B_{2}\left(8 A_{1}-5 A_{2}\right)\) & \(1: 1\) \\
\(U_{7}\) & \(\frac{1}{6}\) & \(\frac{8}{3}\) & \(\omega^{2}=4+A_{2} / B_{2}\left(8 A_{1}-3 A_{2}\right)\) & \(2: 1\)
\end{tabular}
larities. The only movable singularities possessed by the remaining eight potentials in Table III are rational algebraic branch points of order \(n>2\).

\section*{III. INTEGRALS OF THE MOTION}

In Sec. II we found a series of potentials whose only movable singularities were rational algebraic branch points or poles. Ultimately, the only way to prove that a potential is integrable is to find all the required integrals of the motion. For two-dimensional Hamiltonian systems it is necessary to find a second integral independent of the Hamiltonian. In this section we give second integrals, which are quadratic in the velocities, for the families of potentials in Table II. To find integrals of the motion by direct methods one assumes a particular form for the integral and then determines conditions on all the coefficients of the velocity terms by requiring the Poisson bracket \(\{H, G\}\) to vanish. This gives a collection of PDE's that must be solved for the coefficients. Hietarinta \({ }^{10}\) discusses the subject of finding such additional integrals of the motion by direct methods and summaries all the previous results in an extensive review article.

The potential \(U_{1}\) is integrable since it possesses a second integral of the form

TABLE III. Pairs of coefficients \(\lambda_{1}\) and \(\lambda_{3}\) for which the corresponding homogeneous quartic potential \(V_{n}(x, z)=\lambda_{1} x^{4}+2 x^{2} z^{2}+\lambda_{3} z^{4}\) satisfies the first two steps of the generalization of Painlevé analysis. The value of \(q\) is the power of the first term in the Laurent series expansion of the solution in each case. The resonances of the stable nonaxial periodic orbits are also given. Note that \(\mu_{3}\) is the integrability coefficient for the inclined straight line periodic orbits. This is used in the application of Ziglin's theorem.
\begin{tabular}{cccccc}
\hline \hline Potential & \(\mathbf{q}\) & \(\lambda_{1}\) & \(\lambda_{3}\) & Resonance & \(\mu_{3}\) \\
\hline\(V_{1}\) & \(-\frac{1}{2}\) & \(\frac{8}{3}\) & \(\frac{1}{16}\) & \(3: 1\) & \(4 \frac{3}{8}\) \\
\(V_{2}\) & \(-\frac{1}{4}\) & \(\frac{32}{5}\) & \(\frac{1}{10}\) & \(2: 1\) & 28 \\
\(V_{3}\) & \(-\frac{1}{4}\) & \(\frac{32}{3}\) & \(\frac{32}{1517}\) & \(4: 1\) or \(5: 1\) & \(13 \frac{2}{9}\) \\
\(V_{4}\) & \(-\frac{2}{13}\) & \(111_{13}^{4}\) & \(\frac{1}{15}\) & \(3: 1\) & 78 \\
\(V_{5}\) & \(-\frac{2}{19}\) & \(17 \frac{4}{2}\) & \(\frac{1}{21}\) & \(4: 1\) & 171 \\
\(V_{6}\) & \(-\frac{1}{10}\) & \(18 \frac{2}{11}\) & \(\frac{32}{123}\) & \(4: 1\) & 167.32 \\
\(V_{7}\) & \(-\frac{1}{10}\) & \(18 \frac{7}{11}\) & \(\frac{9}{273}\) & \(4: 1\) & 83.08 \\
\(V_{8}\) & \(-\frac{1}{10}\) & \(18 \frac{2}{11}\) & \(\frac{1}{136}\) & \(8: 1\) & \(40_{8}^{3}\) \\
\(V_{9}\) & \(-\frac{1}{13}\) & \(24 \frac{1}{7}\) & \(\frac{1}{28}\) & \(4: 1\) & 325 \\
\(V_{10}\) & \(-\frac{1}{17}\) & 329 & \(\frac{1}{36}\) & \(5: 1\) & 561 \\
\hline \hline
\end{tabular}
\[
\begin{aligned}
G= & B_{2}(x \dot{z}-z \dot{x})^{2}+2\left(\omega^{2}-1\right)\left(\dot{z}^{2}+\omega^{2} z^{2}\right. \\
& \left.-B_{2} z^{2}\left(x^{2}+z^{2}\right) / 2\right)
\end{aligned}
\]

This integral has previously been given by Hietarinta. \({ }^{11}\) Bountis et al. \({ }^{4}\) suggested that potentials of this form only possessed the Painlevé property for \(\omega^{2}=1\), for which the potential becomes trivially separable in polar coordinates with the angular momentum as the second integral. However, this class of potentials does possess the standard Painlevé property for all values of \(\omega^{2}\).

The potential \(U_{2}\) possesses a previously unknown second integral of the form
\[
\begin{aligned}
G= & 4 A_{2}^{2}(z \dot{x}-x \dot{z})^{2}+4 A_{2} \dot{z}(z \dot{x}-x \dot{z}) \\
& -A_{2} z^{2}\left[A_{2}\left(x^{2}+z^{2}\right)-x\right] \\
& +\left(4 \omega^{2}-1\right)\left[\dot{x}^{2}+x^{2}-A_{2} x\left(2 x^{2}+z^{2}\right)\right. \\
& \left.+A_{2}^{2} x^{2}\left(x^{2}+z^{2}\right)\right],
\end{aligned}
\]
and is therefore integrable. The potentials \(U_{1}\) and \(U_{2}\) are the only potentials with \(\lambda_{1}=\lambda_{3}=1\) that possess no movable logarithmic singularities. They are also the only potentials with \(\lambda_{1}=\lambda_{3}=1\) that possess quadratic second integrals. This potential cannot be obtained from \(U_{1}\) by any linear transformation.

The potential \(U_{3}\) is separable under the canonical transformation to new variables \(x+z\) and \(x-z\), given in Aizawa and Sait \(\hat{0} .{ }^{12}\) A second integral of the motion independent of the Hamiltonian is then
\[
G=\dot{x} \dot{z}+x z-A_{2}\left(x^{2} z+z^{3} / 3\right)-\left(B_{2} / 3\right) x z\left(x^{2}+z^{2}\right)
\]

This potential is therefore integrable. Bountis et al. \({ }^{4}\) found a restricted version of this potential with \(A_{1}=A_{2}=0\), using the standard Painlevé analysis algorithm. The full potential can be obtained from the restricted Bountis et al. version by a translation in the \(x\) direction. Again, the only potentials with \(\lambda_{1}=\lambda_{3}=\frac{1}{3}\), for which an additional integral was found, are those that possess no movable logarithmic singularities.

The potential \(U_{5}\) is integrable. The required second integral is
\[
\begin{aligned}
G= & \dot{z}(x \dot{z}-z \dot{x})+\frac{\left(6 A_{2}-A_{1}\right)}{2 B_{2}}\left[\dot{x}^{2}+x^{2}\right. \\
& \left.-\frac{2}{3} A_{1} x^{3}-\frac{4}{3} B_{2} x^{4}\right] \\
& -\frac{1}{2}\left(4 A_{2}-A_{1}\right) x^{2} z^{2}+\frac{A_{2}}{4} z^{4} \\
& +\left[\frac{B_{2}}{6}\left(2 x^{2}+z^{2}\right)+\left(\omega^{2}-\frac{1}{2}\right)\right] x z^{2}
\end{aligned}
\]

This potential can be simplified by a suitable translation in the \(x\) direction. It can be rewritten as a linear combination of the integrable homogeneous combinatorial potentials \(x\), \(4 x^{2}+z^{2}, 2 x^{3}+x z^{2}\), and \(16 x^{4}+12 x^{2} z^{2}+z^{4}\), which are given in Hietarinta. \({ }^{11}\) Such a global coordinate transformation does not affect the integrability of the system.

New quadratic second integrals were found for two subclasses of the \(U_{7}\) family of potentials. The first is given by
\[
\omega^{2}=4, \quad A_{1}=A_{2}=0, \quad \lambda_{1}=\frac{1}{6}, \quad \lambda_{3}=\frac{8}{3}
\]
with integral
\[
G=\dot{x}(z \dot{x}-x \dot{z})+x^{2} z\left[\left(B_{2} / 6\right)\left(x^{2}+2 z^{2}\right)-1\right]
\]

The second is given by
\(\omega^{2}=1, \quad 2 A_{1}=A_{2}, \quad 3 B_{2}=-A_{2}^{2}, \quad \lambda_{1}=\frac{1}{6}, \quad \lambda_{3}=\frac{8}{3}\),
with the corresponding integral
\[
\begin{aligned}
G= & B_{2} \dot{x}(z \dot{x}-x \dot{z})-2 A_{1} \dot{x} \dot{z}-\left(B_{2} x+2 A_{1}\right) \\
& \times\left[x z-\frac{A_{1}}{3} z\left(3 x^{2}+2 z^{2}\right)-\frac{B_{2}}{6} x z\left(x^{2}+2 z^{2}\right)\right]
\end{aligned}
\]

The above collection of potentials with quadratic second integrals is complete. Any other integrable Verhulst potential must have an integral that is quartic or higher order in the velocities. After appropriate translations all the above potentials and integrals belong to the four general classes of real potentials with quadratic second integrals given by Dorizzi et al. \({ }^{13}\) They are presented here to verify that these potentials are in fact integrable.

The second integrals for the homogeneous potentials \(U_{4}\) and \(U_{6}\) are quartic in the velocities and are given by Ramani et al. \({ }^{5}\) Therefore we do not expect the second integrals for the full \(U_{4}\) and \(U_{6}\) potentials to be quadratic in the velocities. The homogeneous \(U_{5}\) and \(U_{7}\) potentials, which are reflections of each other, have quadratic second integrals. However, for the full \(U_{7}\) potential we only find two special cases possessing quadratic second integrals of the motion. This suggests that a general second integral is at least quartic in the velocities with two quadratic subcases for which the higher-order terms vanish. Four of the classes of potentials in Table II are integrable and some subset of each of the remaining three potentials are also integrable. The potentials \(U_{4}, U_{5}\), and \(U_{7}\) cannot be decomposed into linear combinations of known integrable homogeneous potentials, as was the case for \(U_{5}\).

It should be noted that the same conditions arose from the requirement that the solutions possess no movable logarithmic singularities, as were found necessary for the existence of second integrals. No integrable potential had logarithmic singularities and every potential without logarithmic singularities had a second integral.

\section*{IV. SURFACES OF SECTION}

The Verhulst potentials have four-dimensional phase spaces. Energy is conserved, so all orbits are constrained to lie on three-dimensional energy submanifolds. In order to study these systems, we lower the dimension of the problem to two by taking the intersection of the energy surface with the plane \(z=0\), simultaneously requiring \(\dot{z}>0\), to give a well-defined surface of section parametrized by \(x\) and \(\dot{x} .{ }^{14,15}\) Each time an orbit intersects the \(z=0\) plane with \(\dot{z}>0\), a point is placed in the surface of section. So instead of dealing with a four-dimensional phase space governed by a set of differential equations we have a two-dimensional surface of section with the Poincare map determining the location of successive iterates. A periodic orbit appears in the surface of section as a finite collection of points. A quasiperiodic orbit, for which there is a locally conserved quantity, is represented in the surface of section by a smooth closed invariant curve

surrounding a fixed point. Chaotic orbits, for which only the energy is conserved, densely fill two-dimensional regions of the surface of section. We note here that the surface of section is always symmetric with respect to reflection in the \(x\) axis. We shall say that a potential is regular for the energy \(E\) if there are no chaotic regions in the corresponding surface of section.

The Hénon-Heiles system is obtained by setting \(B_{1}=B_{2}=B_{3}=0\) in the general Verhulst potential (1). Hénon and Heiles \({ }^{14}\) found that the existence of the second integral was dependent upon the energy. At low energies, such as \(E=\frac{1}{12}\), the surface of section was regular. However, at higher energies, \(E=\frac{1}{6}\), the invariant curves disintegrated producing large-scale chaos. For the quartic Verhulst potential there does not appear to be any such corresponding phe-


FIG. 1. (a) Surface of section for the \(U_{3}\) potential with \(\omega^{2}=1\) and \(A_{1}=1\), \(B_{2}=-1\) for the energy \(E=1000\). (b) Surface of section for the perturbation of the \(U_{3}\) potential with \(\omega^{2}=A_{1}=A_{2}=1, B_{1}=B_{3}=-\frac{1}{2}\), and \(B_{2}=-\frac{1}{2}\) for the energy \(E=1000\). (c) Surface of section for the perturbation of the \(U_{3}\) potential with \(\omega^{2}=A_{1}=A_{2}=1, B_{1}=-\frac{1}{3}\), and \(B_{2}=B_{3}=-\frac{1}{2}\).
nomenon. Even up to energies of the order of \(10^{3}\) or \(10^{4}\) the invariant curves do not break up. This apparent dependence of the second integral on the energy may be a consequence of the Hénon-Heiles potential not being bounded for all energies. All surfaces of section and all orbits in this paper will be calculated for \(E=1000\).

Surfaces of section were calculated for the potentials \(U_{3}\), \(U_{4}, U_{6}\), and \(U_{7}\) to provide information about their integrability. The importance of the restrictions, given in Table II, to the integrability of each potential, was then investigated for each case by systematically breaking them, one at a time, and then in combinations, and examining the effects on the surface of section. Every perturbation to one of these potentials, which violated the conditions in Table II, possesses movable logarithmic singularities. The surface of section for every

one of these demonstrated nonintegrable behavior.
Figure 1 (a) shows the surface of section for a typical \(U_{3}\) potential. This structure is completely regular with no chaotic regions and no chains of islands. Figures 1 (b) and 1(c) show surfaces of section for two different perturbations to the previous integrable potential and demonstrate the substantial effects that arise when breaking the restrictions given in Table II and introducing logarithmic singularities.

For the \(U_{4}\) potentials, the condition \(A_{1}=8 A_{2}\) was found to be necessary to the integrability of the system, just as the condition \(A_{1}=A_{2}\) was for \(U_{3}\). Any perturbation to the cubic terms always produced surfaces of section with chains of islands. Perturbations in \(\lambda_{1}\) and \(\lambda_{3}\) produced surfaces of section with substantial chaotic regions, regardless of whether the condition \(A_{1}=8 A_{2}\) was satisfied. Violating the condition


FIG. 2. (a) Surface of section for the \(U_{5}\) potential with \(\omega^{2}=\frac{5}{12}, A_{1}=1\), \(A_{2}=\frac{1}{2}\) and \(B_{1}=-8, B_{2}=-3\), and \(B_{3}=-1\). (b) Surface of section for the \(U_{6}\) potential with \(\omega^{2}=4, A_{1}=A_{2}=0\) and \(B_{1}=-\frac{1}{3}, B_{2}=-1\), and \(B_{3}=-\frac{8}{3}\). (c) Surface of section for the \(U_{7}\) potential with \(\omega^{2}=4\), \(A_{1}=A_{2}=0\) and \(B_{1}=-\frac{1}{6}, B_{2}=-1\), and \(B_{3}=-\frac{8}{3}\).
on \(\omega^{2}\) gave surfaces of section with no noticeable chaotic regions, but with some chains of islands, indicating nonintegrability. All the surfaces of section belonging to the perturbations of the \(U_{4}\) potentials always exhibited nonintegrable behavior.

Perturbations to the \(U_{6}\) and \(U_{7}\) potentials produced results similar to those obtained for \(U_{3}\) and \(U_{4}\) potentials. Figures 2(a), 2(b), and 2(c) are typical examples of the surfaces of section for the \(U_{5}, U_{6}\), and \(U_{7}\) potentials, respectively. Any potential not satisfying the restrictions in Table II has logarithmic singularities and always possessed features inconsistent with integrability. All the potentials examined, which satisfied the restrictions, did not have logarithmic singularities and looked numerically integrable. This supports the suggestion that the full \(U_{4}, U_{6}\), and \(U_{7}\)
potentials are integrable. Their surfaces of section are all topologically very simple, unlike the surfaces of section produced by nonintegrable potentials, such as those shown in Figs. 1(b) and 1(c), whose solutions possess movable logarithmic singularities.

The potentials \(V_{1}\) and \(V_{3}\) both have substantial chaotic regions. Their surfaces of section are given in Figs. 3(a) and 3(b), respectively. They both possess movable logarithmic singularities in their solutions. Note that \(V_{1}\) has the largest chaotic region and it has its logarithmic singularity in the fourth term of its Laurent series expansion; \(V_{3}\) has the next largest and still significant chaotic region. Its logarithmic singularity is at sixth order. The size of the chaotic region appears to depend on the point at which the logarithmic singularities enter the Laurent series.

The other eight homogeneous potentials in Table III do not possess any movable logarithmic singularities. Any chaotic regions in their surfaces of section are all extremely small and surround hyperbolic points. Large-scale chaos was only found in conjunction with logarithmic singularities.

\section*{V. PERIODIC ORBIT STRUCTURE}

It is useful to study the periodic orbits possessed by a potential. The application of Ziglin's theorem requires


FIG. 3. (a) Surface of section for the homogeneous potential \(V_{1}\). The large scale chaos is due to the existence of a logarithmic singularity at fourth order. (b) Surface of section for the homogeneous potential \(V_{3}\). It has a logarithmic singularity at sixth order.
knowledge of the stability and resonances of the periodic orbits. The existence of rational invariant curves, consisting of an infinite number of unstable cycles and the absence of stable cycles, which generate island chains, provide important information about the regularity of the potential. Finally the stable periodic orbits form a framework for the entire dynamical structure of the phase space. They generate all the quasiperiodic orbits in state space or invariant curves in the surface of section.

Periodic orbits can be easily located numerically by determining the fixed points of the appropriate multiple of the Poincaré map P: \(S \rightarrow S\), where \(S\) is the surface of section. For \(x \in S\), if \(\mathbf{P}^{(n)}(x)=x\) then \(x\) is a fixed point of \(\mathbf{P}^{(n)}\) or an \(n-\) cycle. The fixed point determination is carried out by a standard shooting method algorithm. The surface of section can be searched systematically for fixed points of a particular order \(n\) by performing the shooting method at each point on a grid of appropriate dimensions. The stability of a periodic orbit is determined by linear stability analysis. An orbit is stable if the two eigenvalues of the corresponding Jacobian matrix are complex conjugates of each other and of modulus one. If the eigenvalues are real, and one has an absolute value exceeding unity, then the orbit is unstable. \({ }^{16}\)

For the purposes of classification, periodic orbits may be compared with Lissajous figures. These are obtained by orthogonal superposition of the harmonic oscillators,
\[
\begin{equation*}
x=a \sin \left(\omega_{1} t+\phi_{1}\right), \quad z=b \sin \left(\omega_{2} t+\phi_{2}\right) . \tag{7}
\end{equation*}
\]

The resonance of an orbit is given by the ratio \(\omega_{1} / \omega_{2}\) represented in the form \(m: n\), where \(m\) and \(n\) are coprime integers. No significance will be attached to the order of the numbers \(m\) and \(n\) in the ratio. Here \(1: 1\) resonance periodic orbits are the most common. The 1:1 resonance periodic orbits are of two types; linear-these straight line orbits can be either axial or inclined to the axes; elliptic-with major and minor axes perpendicular, but not necessarily coinciding with the \(x\) and \(z\) axes. Higher-order \(m: n\) resonance periodic orbits will be classified as \(m: n\) linear or elliptic periodic orbits by comparison with the \(1: 1\) resonance periodic orbits. For example, Fig. 4(a) shows a 3:1 resonance linear orbit. This orbit has the property, as does the \(1: 1\) resonance linear orbit, that the orbit touches the zero velocity curve (ZVC) at both ends. The particle proceeds along the orbit to an end point, stops, and then exactly retraces its path. There is no net angular momentum in any part in the orbit. In Fig. 4(b), we have a 5:1 resonance elliptic orbit, which again shares the properties of the 1:1 resonance analog, namely, that in each loop of the orbit there is a definite sense of rotation and a net angular momentum. These periodic orbits do not meet the ZVC anywhere. Linear orbits correspond to a phase difference \(\phi_{1}-\phi_{2}=0\), and elliptic orbits to a phase difference of \(\phi_{1}-\phi_{2}=\pi / 2\).

Consider any torus in the phase space that has a rational winding number. Any orbit on the torus is a closed curve and therefore periodic. There are an infinite number of these periodic orbits, all with the same period, densely covering the torus. All these periodic orbits are unstable. Taking the intersection of the torus with the plane \(z=0\) gives a corresponding smooth invariant curve in the surface of section.


FIG. 4. (a) A 3:1 resonance linear periodic orbit. The stable nonaxial periodic orbits in the potential \(V_{4}\) are of this type. (b) A \(5: 1\) resonance elliptic periodic orbit. The stable nonaxial periodic orbits in the potential \(V_{7}\) are of this type.

Such an invariant curve will be described as rational. Each of the periodic orbits on the torus produces an \(n\)-cycle in the surface of section, for some integer \(n\). Therefore any rational invariant curve can be regarded as an infinite collection of unstable \(n\)-cycles. If a potential is integrable then there are an infinite number of rational invariant curves, since the winding number varies continuously from one invariant curve to the next. If an integrable potential is subjected to a nonintegrable perturbation, then some of these rational invariant curves disintegrate. When such an invariant curve of \(n\)-cycles disintegrates there remain only \(2 n\) points in the sur-
face of section. These points form two \(n\)-cycles, one stable and one unstable. The points of the two cycles alternate, such that between any two points of the stable \(n\)-cycle is a point of the unstable \(n\)-cycle and similarly between any two points of the unstable \(n\)-cycle is a point of the stable \(n\)-cycle. The points belonging to the stable \(n\)-cycle are elliptic points and those belonging to the unstable \(n\)-cycle are hyperbolic points. The points on the stable \(n\)-cycle generate an island chain in the surface of section. For more details on elliptic and hyperbolic cycles see Hénon. \({ }^{15}\)

If there exists a stable \(n\)-cycle, for a given potential, then there is a corresponding unstable cycle, whose points separate those of the stable one. This indicates that a rational invariant curve has disintegrated and that the potential is nonintegrable. If a systematic search reveals the existence of an invariant curve for each rational value of the winding number around each fixed point, then there are no stable cycles and the potential is regular at that energy. Therefore regularity can, in theory, be checked by calculating all the \(n\) cycles in the surface of section and determining whether or not they form smooth invariant curves. Since it is not feasible to calculate all \(n\)-cycles for all values of \(n\), checking whether cycles lie on invariant curves can be used as a guide to regularity when the surface of section does not have sufficient resolution to find the smaller island chains. Conversely, if there exists a single stable cycle then the potential is not integrable. The existence and location of periodic orbits can provide important information about the global integrability of the corresponding potentials.

All the potentials given in Table II, aside from \(U_{5}\) and \(U_{7}\), have \(1: 1\) resonance periodic orbits. The remaining two have \(2: 1\) resonance periodic orbits. The periodic orbits for the potentials given in Table III will now be explored. We shall determine the number and type of periodic orbits present in each potential and examine their stability. In each case there exist \(x\) - and \(z\)-axis orbits, defined as \(z=\dot{z}=0\) and \(x=\dot{x}=0\), respectively. These are always \(1: 1\) resonance linear orbits whose stability depends on the potential.

The surface of section, shown in Fig. 5(a), for the potential
\[
\begin{equation*}
V_{4}(x, z)=11 \frac{4}{15} x^{4}+2 x^{2} z^{2}+\frac{1}{15} z^{4}, \tag{8}
\end{equation*}
\]
is symmetric with respect to \(x\) and \(\dot{x}\), so it suffices to systematically search only the first quadrant for periodic orbits. There are only three stable periodic orbits. The \(z\)-axis orbit is stable and generates the outer family of invariant curves. There are a pair of stable fixed points at \(( \pm 1.873,0)\) in the surface of section, which are produced by \(3: 1\) resonance elliptic orbits. The \(z\)-axis orbit, defined by \(x=\dot{x}=0\), is unstable and coincides with the hyperbolic point on the separatrices. The separatrices divide the invariant curves into three families, one set around each of the three stable periodic orbits. There is a second pair of unstable fixed points at ( \(0, \pm 39.723\) ) that corresponds to \(4: 1\) resonance elliptic orbits.

Earlier we discussed the existence of rational invariant curves surrounding the periodic orbits in integrable potentials. When such a potential is perturbed these curves are destroyed leaving a pair of periodic orbits, one stable and the


FIG. 5. (a) Surface of section for the homogeneous potential \(V_{4}\). It is completely regular. This potential remains a candidate for integrability. (b) Surface of section for the homogeneous potential \(V_{7}\). It is regular at \(E=1000\). (c) Surface of section for the homogeneous potential \(V_{9}\).
other unstable. In the present case we have the required unstable orbits but there are no corresponding stable \(4: 1\) resonance orbits anywhere in the phase space. The unstable \(4: 1\) resonance elliptic orbits are not produced by the disintegration of a rational invariant curve. Furthermore, systematic searching revealed that there were no stable two or threecycles anywhere in the surface of section. In fact, there were no two-cycles present at all. This potential appears to be completely regular at \(E=1000\).

Since \(V_{4}\) is a good candidate for integrability we examined its surface of section for various other energies. No orbit bifurcations, chaotic orbits, or island chains were in evidence for the range of energies \(E=0.1,1,10,100,1000\), and

10000 . In all cases the surfaces of section were topologically identical. Again this is consistent with integrability. A systematic search for an integral of the motion that is sixth order in the velocities failed to reveal one. Integrals of lower order do not exist for this potential. \({ }^{10}\) If this potential is integrable then the integral will be at least seventh or probably eighth order in the velocities.

The potential
\[
\begin{equation*}
V_{7}(x, z)=18 \frac{2}{11} x^{4}+2 x^{2} z^{2}+\frac{9}{275} z^{4} \tag{9}
\end{equation*}
\]
has surface of section in Fig. 5(b), and is topologically similar to the one obtained for the previous potential \(V_{4}\). The principle differences are that the separatrix is now much more open, and the periodic orbits are different. Here the stable periodic orbits are the \(x\)-axis orbit and a pair of \(4: 1\) resonance linear or \(W\)-shaped orbits at ( \(\pm 1.146,0\) ). Again the \(z\)-axis orbit is unstable and is the hyperbolic point on the separatrix. There are a pair of unstable \(5: 1\) resonance linear periodic orbits at \((0, \pm 30.944)\). There are no corresponding stable 5:1 resonance orbits. This potential does not appear to possess any island chains. In fact, there are only two unstable two-cycles at \((0, \pm 12.822)\). No stable two- or three-cycles were found anywhere in the surface of section. This potential appears to be regular at \(E=1000\).

The potential \(V_{9}\), with surface of section in Fig. 5(c), is nonintegrable since there is a small chaotic region centered on the origin. Its surface of section is topologically very similar to the surfaces of section for the potentials \(V_{4}\) and \(V_{7}\), shown in Figs. 5(a) and 5(b). Its stable periodic orbits are the \(x\)-axis orbit and a pair of 4:1 resonance linear orbits, as was the case for the potential \(V_{7}\). The unstable periodic orbits are the \(z\)-axis orbit and a pair of 5:1 resonance linear orbits at \((0, \pm 25.149)\) in the surface of section.

The homogeneous potential \(V_{8}\) has surface of section shown in Fig. 6(a). There are four stable periodic orbits. The first pair are the \(x\) - and \(z\)-axis orbits. The second pair are 8:1 resonance elliptic orbits at \((0, \pm 18.077)\). This potential is almost regular. There are no visible chaotic regions but island chains do exist. The homogeneous potential \(V_{2}\) is, like \(V_{8}\), almost regular. Its surface of section is shown in Fig. \(6(b)\). The potential has four stable periodic orbits; the \(x\) - and \(z\)-axis orbits and a pair of 2:1 resonance linear orbits on the \(x\) axis. There are two unstable \(3: 1\) resonance linear orbits at ( \(0, \pm 35.950\) ). Additionally there are a number of small stable cycles around the central fixed points, which generate chains of islands precluding integrability. Consider the corresponding Verhulst potential with quadratic terms present. For \(\omega_{2}^{2} / \omega_{1}^{2}>\frac{1}{3}\) this potential has surfaces of section that are topologically very similar to those in Fig. 5(a), with the two nonaxial fixed points corresponding to a pair of \(2: 1\) resonance linear stable periodic orbits. As \(\omega_{2}^{2} / \omega_{1}^{2} \rightarrow \frac{1}{3}\) from above, the two nonaxial fixed points approach each other until precisely at the potential with \(\omega_{1}^{2}=3 \omega_{2}^{2}\) there is an orbit bifurcation point at the origin where the two \(2: 1\) resonance periodic orbits merge and disappear. Additionally, the central \(z\)-axis orbit becomes stable producing surfaces of section such as that for the homogeneous version of this potential shown in Fig. 6(b). It should be noted that for all values of


FIG. 6. (a) Surface of section for the homogeneous potential \(V_{8}\). (b) Surface of section for the homogeneous potential \(V_{2}\).
\(\omega_{1}^{2}\) and \(\omega_{2}^{2}\) examined the potential is almost regular and may in fact be integrable for certain values of \(\omega_{2}^{2} / \omega_{1}^{2}\).

The potentials \(V_{5}, V_{6}\), and \(V_{10}\) are characterized by having surfaces of section, which are all topologically very similar; all the features of the surface of section for one of these potentials are reproduced by the others, even to the extent of having the same island chains around the stable \(z\)-axis orbit. Figures 7(a), 7(b), and 7(c) show the surfaces of section for the potentials \(V_{5}, V_{6}\), and \(V_{10}\), respectively. They all possess small chaotic bands centered on the separatrices and are almost regular. The homogeneous potential \(V_{5}\) has four stable periodic orbits; the \(x\) - and \(z\)-axis orbits and a pair of \(4: 1\) resonance axial or \(W\) orbits at ( \(\pm 2.478,0\) ) in the surface of section. There are two unstable \(4: 1\) resonance elliptic orbits at ( \(0, \pm 17.388\) ) corresponding to the hyperbolic points on the separatrix separating the four sets of quasiperiodic orbits. The potential \(V_{6}\) has precisely the same arrangement of stable 4:1 resonance axial periodic orbits. It is remarkable that two completely different potentials should have phase spaces with all their features, especially periodic orbits and rings of unstable fixed points, identical. The potential \(V_{10}\) has a pair of stable \(5: 1\) resonance elliptic orbits instead of the 4:1 resonance linear orbits found in \(V_{5}\) and \(V_{6}\).

The resonances of the stable periodic orbits belonging to these potentials are given in Table III. There appears to be a reasonable correlation between the leading power \(q\) of the singularities and the resonance of the stable nonaxial period-


FIG. 7. (a) Surface of section for the homogeneous potential \(V_{5}\). (b) Surface of section for the homogeneous potential \(V_{6}\). (c) Surface of section for the homogeneous potential \(V_{10}\).
ic orbits in the corresponding potentials. Here \(V_{1}\) and \(V_{3}\) should be neglected in this comparison because of their logarithmic singularities.

\section*{VI. ZIGLIN'S THEOREM}

There are a couple of different statements of Ziglin's theorem. \({ }^{8}\) The relevant one, for two dimensions, quoted from Yoshida \({ }^{18}\) is as follows: Assume that there exists an additional complex analytic integral \(\Phi(\mathbf{p}, \mathbf{q})=\) const, which is holomorphic in a neighborhood of the solution. If there exists a nonresonant matrix \(g_{1}\) in the monodromy group \(G\) of the normal variation equations, then either (i) \(g_{1}\) commutes with any other matrix \(g_{2}\) in \(G\) or (ii) the eigenvalues of \(g_{2}\) are \(i\) and \(-i\). This rather abstract theorem can be used to relate
integrability to the existence of exponentially unstable periodic orbits.

Yoshida \({ }^{17,18}\) determined conditions under which a homogeneous potential \(V\) satisfies this theorem for the special case where the periodic orbits are exponentially unstable straight line or 1:1 resonance linear periodic orbits. Such an orbit can be parametrized as
\[
x=c_{1} \Phi(t), \quad z=c_{2} \Phi(t),
\]
where \(\Phi(t)\) is the solution of the differential equation
\[
\frac{d^{2} \Phi}{d t^{2}}+\Phi^{2 m-1}=0
\]
and the constants \(c_{1}\) and \(c_{2}\) are the solutions of
\[
\frac{\partial V}{\partial x}\left(c_{1}, c_{2}\right)=c_{1}, \quad \frac{\partial V}{\partial z}\left(c_{1}, c_{2}\right)=c_{2} .
\]

Yoshida \({ }^{17}\) defined an integrability coefficient, which for this type of potential is
\[
\mu=\nabla^{2} V\left(c_{1}, c_{2}\right)-(m-1),
\]
where \(\nabla^{2} V\) is the Laplacian of \(V\) and \(m\) is the degree of the homogeneous potential \(V\). He showed that if \(\mu\) is in the region \(S\) then the system is nonintegrable and there is no additional integral of the motion. For our quartic potentials \(m=4\) and the region is
\[
\begin{aligned}
S= & \{\lambda<0,1<\lambda<3,6<\lambda<10,15<\lambda<21,28<\lambda<36,45<\lambda<55, \\
& 66<\lambda<78,91<\lambda<105,120<\lambda<136,153<\lambda<171,190<\lambda<210, \\
& 231<\lambda<253,276<\lambda<300,325<\lambda<351,378<\lambda<406,435<\lambda<465,496<\lambda<528,561<\lambda<595, \ldots\} .
\end{aligned}
\]

There are three types of straight line orbits in our systems, for each of which we calculate a different integrability coefficient (1) \(c_{1}=0\) for the \(z\)-axis orbit, which has \(\mu_{1}=1 / \lambda_{3}\); (2) \(c_{2}=0\) for the \(x\)-axis orbit, which has \(\mu_{2}=1 / \lambda_{1}\); and (3) \(c_{1} \neq 0, c_{2} \neq 0\) for the inclined linear orbits, such as found in the potential \(U_{3}\), which have \(\mu_{3}=\left(1-2\left(\lambda_{1}+\lambda_{3}\right)\right.\) \(\left.+3 \lambda_{1} \lambda_{3}\right) / \lambda_{1} \lambda_{3}-1\).

The values of \(\mu_{1}\) and \(\mu_{2}\) are easily found for each potential. The \(\mu_{3}\) values are given in Table III. Here \(\mu_{1}\) lies in the region \(S\) only for the potentials \(V_{3}\) and \(V_{7}\). Note that \(\mu_{2}\) does not lie in \(S\) for any of the ten potentials and \(\mu_{3}\) only lies in \(S\) for the potential \(V_{6}\). We had already determined that \(V_{3}\) and \(V_{6}\) were nonintegrable. However, we have now eliminated \(V_{7}\), which looked numerically integrable. We expect that for some energies the \(z\)-axis orbit will generate a chaotic orbit giving a surface of section topologically similar to that of the potential \(V_{9}\). The potential \(V_{3}\) has a chaotic orbit centered on the origin in the surface of section [Fig. 3(b)], which is generated by the \(z\)-axis orbit. This is consistent with the corresponding value of \(\mu_{1}\) lying in the region \(S\). This potential also has a movable logarithmic singularity at sixth order in its solution.

All the nonaxial periodic orbits in all the potentials in Table III have resonances of type \(2: 1\) or greater. That is, none of these periodic orbits are straight line solutions. Consequently the third of the cases used in this application of Ziglin's theorem is not relevant for the potentials in Table III. The \(x\) - and \(z\)-axis orbits are the only straight line solutions whose results should be checked. Therefore we disregard the result for \(V_{6}\). Periodic orbit bifurcations can occur as the energy is varied. This may affect the stability of the \(x\) and \(z\)-axis orbits, but will not produce inclined straight line orbits. All new orbit families will also be higher resonance types. Therefore it is important to determine the resonances of all the periodic orbits belonging to a potential before applying Yoshida's formulation of Ziglin's theorem to ensure
that the results are meaningful. Ziglin's theorem should be applied in conjunction with an examination of the system's orbital structure. It is theoretically possible to numerically apply Ziglin's theorem to nonstraight line orbits. This is very difficult and will not be dealt with here.

It is surprising that only two of the homogeneous potentials in Table III are shown to be nonintegrable by this application of Ziglin's theorem. Seven of the remaining eight potentials are either integrable or close to integrable, satisfy Yoshida's formulation, and have only movable rational algebraic branch points in their solutions. It is also interesting to note that many of the potentials have one or more of their coefficients \(\mu_{1}, \mu_{2}\), and \(\mu_{3}\) lying precisely on the boundary of the forbidden region \(S\).

\section*{VII. CONCLUSION}

Weak Painlevé analysis of the quartic polynomial Verhulst potential allowed us to identify seven integrable cases. Second integrals were given for four of these families and for subclasses of the remaining three. The corresponding surfaces of section are all particularly simple in structure and possessed no island chains or chaotic regions. Surfaces of section belonging to perturbations of these integrable potentials always exhibited nonregular behavior. All the nonaxial stable periodic orbits were \(1: 1\) or \(2: 1\) resonance.

The expansion of the class of admissible singularities in Painlevé analysis to include all rational algebraic branch points gave eight homogeneous potentials with negligible nonregular regions. Examination of the respective surfaces of section revealed that all these potentials, except for \(V_{4}\) and \(V_{7}\), possessed very small chaotic regions. Ziglin's theorem was used to show that \(V_{7}\) is not integrable. Numerical searches reveal that there are no lower-order stable cycles or island chains anywhere in the surface of section of \(V_{4}\). Surfaces of section were then calculated for this potential over a
range of energies \(0.1-10^{4}\). They were all topologically identical and showed no orbit bifurcations, chaotic regions, or island chains. This potential still remains a candidate for integrability.

We conclude that, in general, most movable algebraic branch points are inconsistent with integrability. However, there are some exceptions. These include those used in weak Painlevé analysis, having expansions for the quartic potentials in terms of \(\Delta t^{1 / 2}\), and possibly the potential \(V_{4}\), with an expansion in terms of \(\Delta t^{1 / 13}\), which may be integrable. Conversely, if one is interested only in potentials that are regular or nearly regular, so that they look numerically integrable, then allowing any type of movable rational algebraic branch points provides a significant number of such potentials.

Eight of the ten homogeneous potentials examined here are either regular or very close to regular for the energy examined. Only two have easily observable chaotic regions. They both possess movable logarithmic singularities at fourth and sixth order, respectively. Numerical calculations for a large number of nonhomogeneous as well as these two homogeneous quartic polynomial potentials suggest that for these types of systems movable logarithmic singularities are inconsistent with integrability. In fact, large-scale chaotic regions appear to be associated with the existence of movable logarithmic singularities and the point at which they occur in the series expansions of the solutions. Conversely, six of the remaining potentials possess very small chaotic orbits centered on hyperbolic points. These appear to be associated with movable rational algebraic branch points. Perhaps this is reasonable since logarithmic singularities are infinitely branched and the rational algebraic branch points examined have only a small finite number of branches.

The regular and nearly regular homogeneous potentials have surfaces of section, which can be divided into a small number of topologically distinct classes represented principally by those shown in Figs. 5(a) and 7(a). This suggests that their topology is very restricted and always very simple
for these two-dimensional potentials. Many complex regular surfaces of section can be invented, but none of these structures arise from any of the potentials examined here.

As the order \(n\) of the singularities increases the corresponding \(\lambda_{1}\) value of the potential increases and the \(\lambda_{3}\) value decreases. This produces potentials that are increasingly elongated in the \(z\) direction. The stable periodic orbits exhibit higher and higher resonances producing multilobed quasiperiodic orbits. The existence of high-order resonance periodic orbits means that Yoshida's formulation of Ziglin's theorem cannot be used in isolation but should be used in conjunction with an examination of the periodic orbit structure. Only one of the eight potentials possessing only movable rational algebraic branch points was eliminated by Ziglin's theorem. Most of the integrability coefficients of other potentials occurred on the boundary of the forbidden region.
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The relation between complex line bundles and certain group cocycles is explored in general to obtain explicit formulae for the transition functions and curvature of the determinant line bundle DET of a family of Dirac operators coupled to Yang-Mills fields. A covariant derivative on sections of DET is constructed which realizes the curvature and "minimally couples" to the integrated anomaly which thus appears as a "functional magnetic field" on gauge orbit space. The transcription of group cohomological (cocycles) into geometrical (line bundles) information is refined in such a way that the relevant cohomology groups can be computed in many cases, giving insight into the classification of lifts of principal group actions.

\section*{I. INTRODUCTION}

Geometrical and topological methods have played a prominent role in recent developments in theoretical physics, and physicists have acquired familiarity with the standard notions of differential geometry and algebraic topology.

However, recently objects (called generalized associated bundles hereafter) have appeared in the physics literature, \({ }^{1-6}\) about whose general structure little seems to be known. The purpose of this paper is to fill this gap and thus to perhaps pave the ground for further applications.

The basic idea is to replace representations of a Lie group \(G\) on a vector space \(V\) (thus defining ordinary associated vector bundles of a principal \(G\)-bundle \(P\) ) by onecocycles of \(G\) with values in suitable \(G\)-modules. The bundles obtained in this way could, of course, be abstractly regarded as arising from a special kind of \(G\)-bundles. \({ }^{3,7}\) The methods and results of Secs. II-IV will, however, show that regarding them as associated in some way to a principal "parent" bundle has a number of succinct computational and conceptional advantages. The case we shall be interested in is the one of complex line bundles. The one-dimensional representations of \(G(\operatorname{Hom}(G, G L(1, C)))\) are contained in the larger set of cocycles \(Z\left(G, \mathbf{C}^{*}(P)\right)\) with values in the \(G\)-module \(\operatorname{Map}\left(P, \mathbf{C}^{*}\right)=: \mathbf{C}^{*}(P)\). More precisely, the cocycle condition
\[
f\left(p, g_{1} g_{2}\right)=f\left(p, g_{1}\right) f\left(p g_{1}, g_{2}\right),
\]
satisfied by elements \(f\) of \(Z\left(G, C^{*}(P)\right)\), reduces to
\[
f\left(g_{1} g_{2}\right)=f\left(g_{1}\right) f\left(g_{2}\right)
\]
on those \(f\) which are independent of \(P\). We shall show how to associate a line bundle \(L_{f}\) on the base manifold \(M\) of \(P\) with every such cocycle \(f\). The line bundles constructed in this way are thus true generalizations of ordinary associated line bundles. We explicitly construct the local data (sections, transition functions) which determines these bundles, and compute their first (real) Chern class (Secs. II and II). Then we show how the usual prescription for constructing covariant derivatives in ordinary associated bundles can be modified to accommodate the bundles considered here (Sec. IV).

It turns out that the "ordinary" connection is modified
by a connection one-form proportional to the infinitesimal variation of \(f\) (i.e., a Lie-algebra cocycle) with transgresses to the first Chern class of \(L_{f}\).

All this is, of course, quite reminiscent of anomalies in theories of chiral fermions interacting with non-Abelian gauge fields, \({ }^{8}\) and indeed we shall show in Sec. VI that the determinant line bundle of a family of Dirac operators is of the form \(L_{f}\) for \(P=\mathscr{A}\) (the space of vector potentials), \(G=\mathscr{G}\) ( the gauge group) and \(f=\) the Wess-Zumino term. \({ }^{9}\)

Our computation of the curvature then permits one to check \({ }^{6}\) explicitly, that the curvature of the determinant line bundle and the integrated anomaly are related by transgression.

On the more mathematical side we use the relation between line bundles and cocycles to encode group cohomological into geometrical information to compute \(H^{1}\left(G, \mathbf{C}^{*}(P)\right)\) in a number of cases.

In particular, in Sec. \(V\) we shall prove the following theorem.

Theorem 1: If \(H^{2}(P, \mathbf{Z})=0\),
\(H^{1}\left(G, \mathbf{C}^{*}(P)\right)=H^{2}(M, \mathbf{Z})\).
This result was also derived in the particular case \(P=\mathscr{A}\) mentioned in Ref. 5 and says that in this case all line bundles on \(M\) arise as \(L_{f}\) for some cocycle \(f\). Furthermore, the relation between \(H^{1}\left(G, C^{*}(P)\right)\) and the problem of classifying \(G\)-lifts to principal bundles \({ }^{10}\) allows us to prove the next theorem.

Theorem 2: Let \(P(M, G)\) be a principal \(G\)-bundle over a connected manifold \(M\). Let \(\mathscr{L}\) be a line bundle on \(P\) admitting a lift of the principal \(G\)-action on \(P\). Then this lift is unique if either \(P\) is trivial or \(H^{2}(M, \mathbf{Z})=0\).

Finally, the Appendix contains a technical lemma on partitions of unity which allows for a simplification of the calculations in Sec. VI.

\section*{II. COCYCLES AND LINE BUNDLES}

Let \(P=P(M, G, \Pi)\) be a principal \(G\)-bundle over a (paracompact, connected) manifold \(M\), with projection \(\Pi\) : \(P \rightarrow M, G\) a connected Lie group. Since \(P\) carries a natural (right) \(G\)-action, this is inherited by functions on \(P\). In particular, therefore the Abelian group \(\mathbf{C}^{*}(P)\) of complex valued nowhere vanishing functions on \(P\) is a \(G\)-module, and we
can define the cohomology of \(G\) with values in \(\mathbf{C}^{*}(P)\) in the standard manner. \({ }^{11}\) Zero-cochains are basically just elements \(f\) of \(\mathbf{C}^{*}(P)\) and the coboundary operator \(\delta\) acts on \(f\) by
\[
\begin{equation*}
\delta f(p, g):=f(p g) f(p)^{-1} \tag{2.1}
\end{equation*}
\]

Thus \(f \in \mathrm{C}^{*}(P)\) is a cocycle iff it is \(G\)-invariant. On one-cochains \(f(p, g), \delta\) acts as
\[
\begin{equation*}
\delta f\left(p, g_{1}, g_{2}\right)=f\left(p, g_{1}\right) f\left(p g_{1}, g_{2}\right) f\left(p, g_{1} g_{2}\right)^{-1} \tag{2.2}
\end{equation*}
\]

In a similar way the action of \(\delta\) is extended to higher cocycles, but this is all we will need here. The space of \(k\) cocycles ( \(k\)-coboundaries) will be denoted by \(Z^{k}\left(G, C^{*}(P)\right)\) ( \(B^{k}\left(G, \mathbf{C}^{*}(P)\right)\) ) and the cohomology groups \(H^{k}\left(G, \mathrm{C}^{*}(P)\right)\) are defined as usual by \(H^{k}=Z^{k} / B^{k}\). We shall frequently abbreviate \(H^{1}\left(G, \mathbf{C}^{*}(P)\right)\) by \(\mathbf{H}\).

Given an element \(f\) of \(Z^{k}\) we can use it to define an equivalence relation on \(P \times \mathbf{C}\),
\[
\begin{equation*}
(p, c) \sim(p g, f(p, g) c), \quad g \in G \tag{2.3}
\end{equation*}
\]

This relation is indeed transitive, since \(f\) is a cocycle. The space of equivalence classes \([(p, c)]\)-the quotient \((P \times \mathbf{C}) /\) \(\sim\)-has the structure of a complex line bundle over \(M\), denoted by \(L_{f}\). The local trivializability-which may perhaps not be obvious--will be explicitly proved in the next section.

As mentioned in the Introduction, bundles of this kind have recently appeared in the physics literature (mainly in relation with anomalies). \({ }^{1-6}\) Their geometrical structure, however, was not further investigated.

If the one-cocycle \(f\) is independent of \(P\), the cocycle condition \(\delta f=1\) implies that
\[
f\left(g_{1} g_{2}\right)=f\left(g_{1}\right) f\left(g_{2}\right)
\]
and thus that \(f \in \operatorname{Hom}\left(G, C^{*}\right)\). Since \(\mathbf{C}^{*}=G L(1, C)\) the bundle \(L_{f}\) is in this case an ordinary associated complex line bundle to \(P\) via the representation \(f\).

We shall now show that the assignment cocycles \(\rightarrow\) line bundles descends to an assignment between cohomology classes and equivalence classes of line bundles in the sense that cohomologous cocycles lead to equivalent line bundles. This fact is implied by the following proposition.

Proposition 1: \(L_{f}\) is trivial iff \(f\) is trivial.
Before turning to its proof, let us note the following. In the particular case \(P=\mathscr{A}\), this was also shown in Ref. 4. Furthermore, we shall make use of this proposition later in Sec. V, where we compute \(H^{1}\left(G, C^{*}(P)\right)\), since it allows us to transform group-cohomological into (more tractable) geometrical information.

Proof of Proposition 1: If \(f\) is trivial, \(f(p, g)=F(p g) /\) \(F(p)\) for some \(F \in\left(\mathbf{C}^{*}(P)\right)\). Then we can define a global nowhere vanishing section \(\psi\) of \(L_{f}\) (equivalently: a global section of the associated \(\mathbf{C}^{*}\)-bundle) by
\[
\psi(m):=[(p, F(p))],
\]
where \(\Pi(p)=m\). This is indeed independent of the choice of \(p \in \Pi^{-1}(m)\), since
\[
[(p, F(p))]=[(p g, f(p, g) F(p))]=[(p g, F(p g))]
\]

Conversely, if \(L_{f}\) is trivial, there exists a global nonvanishing section \(\psi: M \rightarrow L_{f}\), which is always of the form
\[
\psi(m)=\left[\left(p, f_{\psi}(p)\right)\right]
\]
for some \(f_{\psi}: P \rightarrow \mathbf{C}^{*}\). Since \(\psi\) is well-defined we conclude that
\[
f(p, g)=\left(f_{\psi}(p g) / f_{\psi}(p)\right)
\]
and hence that \(f\) is trivial.
Already implicit in the proof above was the fact that sections \(\psi\) of \(L_{f}\) are generally in one-one correspondence with functions \(f_{\psi}: P \rightarrow \mathbf{C}\) satifying the equivariance condition
\[
\begin{equation*}
f_{\psi}(p g)=f(p, g) f_{\psi}(p) \tag{2.4}
\end{equation*}
\]
via
\[
\begin{equation*}
\psi(m)=\left[\left(p, f_{\psi}(p)\right)\right] \tag{2.5}
\end{equation*}
\]
where the rhs is independent of \(p\) as a consequence of (2.4).

\section*{III. THE LOCAL GEOMETRY OF \(L_{\text {, }}\)}

We shall now construct the local geometrical data that determine \(L_{f}\) (transition functions, local sections) from those of \(P\) and use them to derive an explicit formula for the curvature \(F_{f}\) of \(L_{f}\) and hence for a representative of the first Chern class \(c_{1}\left(L_{f}\right)\) (in real cohomology). Let \(\left\{U_{\alpha}\right\}\) be a locally finite, good \({ }^{12}\) covering of \(M\) by open sets \(U_{\alpha}\) and let \(s_{\alpha}: U_{\alpha} \rightarrow \Pi^{-1}\left(U_{\alpha}\right) \subset P\) be local trivializing sections of \(P\), \(g_{\alpha \beta}: U_{\alpha} \cap U_{\beta} \rightarrow G\) the corresponding transition functions. These define local sections \(\psi_{\alpha}\) of \(L_{f}\) by
\[
\begin{equation*}
\psi_{\alpha}(m):=\left[\left(s_{\alpha}(m), 1\right)\right] \tag{3.1}
\end{equation*}
\]
and can be used to construct local trivializations, thus proving the local trivializability of \(L_{f}\) claimed in the previous chapter.

Defining \(g_{\alpha}: \Pi^{-1}\left(U_{\alpha}\right) \rightarrow G\) by
\[
s_{\alpha}(m) g_{\alpha}(p)=p, \quad p \in \Pi^{-1}(m)
\]
we can express the \(\psi_{\alpha}\) in the form (2.5)-i.e., via local equivariant functions-as
\[
\begin{equation*}
\psi_{\alpha}(m)=\left[\left(p, f_{\alpha}(p)\right)\right] \tag{3.2}
\end{equation*}
\]
with
\[
\begin{equation*}
f_{\alpha}(p):=f\left(s_{\alpha}(m), g_{\alpha}(p)\right) \tag{3.3}
\end{equation*}
\]

Indeed we have
\[
\begin{equation*}
f_{\alpha}(p g)=f(p, g) f_{\alpha}(p) \tag{3.4}
\end{equation*}
\]
where we have used
\[
\begin{equation*}
g_{\alpha}(p g)=g_{\alpha}(p) g \tag{3.5}
\end{equation*}
\]
and the cocycle condition on \(f\).
The local sections \(\psi_{\alpha}\) (3.1) define the corresponding transition functions \(\psi_{\alpha \beta}\) by
\[
\psi_{\alpha}(m)=\psi_{\alpha \beta}(m) \psi_{\beta}(m)
\]

Using \(s_{\alpha}(m)=s_{\beta}(m) g_{\beta \alpha}(m)\) one computes
\[
\begin{aligned}
\psi_{\alpha}(m) & =\left[\left(s_{\alpha}(m), 1\right)\right] \\
& =\left[\left(s_{\beta}(m) g_{\beta \alpha}(m), 1\right)\right] \\
& =\left[\left(s_{\beta}(m), f\left(s_{\alpha}(m), g_{\alpha \beta}(m)\right)\right)\right] \\
& =f\left(s_{\alpha}(m), g_{\alpha \beta}(m)\right) \psi_{\beta}(m)
\end{aligned}
\]

Thus the transition functions of \(L_{f}\) are
\[
\begin{equation*}
\psi_{\alpha \beta}(m):=f\left(s_{\alpha}(m), g_{\alpha \beta}(m)\right) \tag{3.6}
\end{equation*}
\]

Using \(f(p, g)^{-1}=f\left(p g, g^{-1}\right)\) and \(g_{\beta \alpha}(m) g_{\alpha}(p)=g_{\beta}(p)\) one easily proves
\[
\psi_{\alpha \beta}=\psi_{\beta \alpha}^{-1}
\]
and
\[
\psi_{\alpha \beta} \psi_{\beta \gamma}=\psi_{\alpha \gamma},
\]
as behooves a set of transition functions.
This then completes the description of \(L_{f}\) in terms of local data, but in order to determine the first Chern class \(c_{1}\left(L_{f}\right)\) from these (which must-in principle-be possible, since they contain the whole information on the bundle), we need as an additional input a partition of unity \(\left\{\rho_{\alpha}\right\}\) subordinate to the locally finite covering \(\left\{U_{\alpha}\right\}\) : i.e., a set of smooth functions \(\left\{\rho_{\alpha}\right\}\) with the properties
\[
\begin{aligned}
& \operatorname{supp} \rho_{\alpha} \subset U_{\alpha}, \\
& 0 \leqslant \rho_{\alpha} \leqslant 1 \\
& \sum \rho_{\alpha}=1
\end{aligned}
\]

Such coverings and subordinate partitions of unity exist, since we assumed \(M\) to be paracompact. Given this, \(c_{1}\left(L_{f}\right)\) -or rather a representative two-form \((1 / 2 \pi i) F\left(L_{f}\right)\), where \(F\left(L_{f}\right)\) is the "curvature" of \(L_{f}-\) can be expressed on \(U_{\alpha}\) by \({ }^{12}\)
\[
\begin{equation*}
F\left(L_{f}\right)_{\alpha}=\sum_{\gamma} d \rho_{\gamma} \wedge d \log \psi_{\gamma \alpha} \tag{3.7}
\end{equation*}
\]
where \(d\) is the exterior derivative on \(M\). Note that \(F\left(L_{f}\right)\) has a globally defined expression on \(P\) (where it is also exact), and to compute \(\Pi^{*} F\left(L_{f}\right)\) and hence \(\Pi^{*} c_{1}\left(L_{f}\right)\), we first observe that
\[
\begin{equation*}
\psi_{\gamma \alpha}=s_{\alpha}^{*} f_{\gamma} \tag{3.8}
\end{equation*}
\]
where \(f_{\alpha}\) was defined in (3.3) and \(s_{\alpha}\) was the local trivializing section of \(P\) on \(U_{\alpha}\). Using the fact that moreover
\[
s_{\alpha}(\Pi(p))=p g_{\alpha}(p)^{-1}
\]
by the definition of \(g_{\alpha}\) we find
\[
\begin{equation*}
\Pi^{*} \psi_{\gamma \alpha}=f_{\alpha}^{-1} f_{\gamma} \tag{3.9}
\end{equation*}
\]
[ Note that the functions \(\Pi^{*} \psi_{\gamma \alpha}\) are the transition functions of the pullback bundle \(\Pi^{*} L_{f}\) on \(P\). Equation (3.9) therefore shows that this bundle is trivial and we consequently expect \(c_{1}\left(\Pi^{*} L_{f}\right)=\Pi^{*} c_{1}\left(L_{f}\right)\) to be trivial and \(\Pi^{*} F\left(L_{f}\right)\) to be globally exact.]

Indeed we find
\[
\begin{aligned}
\Pi^{*} F\left(L_{f}\right)_{\alpha} & =\left(d_{p} \sum_{\gamma} \Pi^{*} \rho_{\gamma} d_{\rho} \log \Pi^{*} \psi_{\gamma \alpha}\right) \\
& =\left(d_{p} \sum_{\gamma} \Pi^{*} \rho_{\gamma} d_{p} \log f_{\gamma}\right)
\end{aligned}
\]
( \(d_{p}\) is the exterior derivative on \(P\) ), which is independent of \(\alpha\), and globally exact,
\[
\begin{equation*}
\Pi \Pi^{*} F\left(L_{f}\right)=d_{p} \Gamma, \tag{3.10}
\end{equation*}
\]
with
\[
\begin{equation*}
\Gamma=\sum_{\gamma} \Pi^{*} \rho_{\gamma} d_{p} \log f_{\gamma} \tag{3.11}
\end{equation*}
\]

In Sec. VI-where we shall consider the case \(P=\mathscr{A}\)-we shall show in our discussion of the determinant line bundle, that the restriction of \(\Gamma\) to a fiber in \(P\) [the antitransgression of \(F\left(L_{f}\right)\) ] gives the integrated anomaly \({ }^{13}\) in accordance with the general expectation that the curvature of the determinant line bundle and the anomaly should be related in this way. \({ }^{14-16}\)

In the next section we shall see how \(\Gamma\) (3.11) enters the construction of a covariant derivative on \(L_{f}\) (in particularin the situation of Sec. VI-this will show how the connection on the determinant line bundle describes a "minimal coupling" to the anomaly).

\section*{IV. COVARIANT DERIVATIVES ON GENERALIZED ASSOCIATED LINE BUNDLES}

Our aim will now be to define a connection in the generalized associated complex line bundle \(L_{f}\). To see where the difficulty lies, let us recall how a connection on the principal bundle \(P\) induces a covariant derivative on the space of sections of an ordinary associated bundle \(E\) with standard fiber \(F\). Given a section \(\psi\) of \(E\) and a vector field \(X\) on \(M\), a new section \(\nabla_{X} \psi\) is defined by the following steps:

Use the principal connection on \(P\) to lift \(X\) to a horizontal vector field \(\widetilde{X}\) on \(P\);

Associate to \(\psi\) the corresponding equivariant function \(f_{\psi}: P \rightarrow F\) such that \(\psi(m)=\left[\left(p, f_{\psi}(p)\right)\right] ;\)

Form \(\widetilde{X} f_{\psi}\) (the derivative of \(f_{\psi}\) along \(\widetilde{X}\) ).
By the equivariance of \(f_{\psi}\) and the right-invariance of \(\widetilde{X}\), \(\widetilde{X} f_{\psi}\) is again an equivariant \(F\)-valued function on \(P\) and thus defines a new section of \(E\) which we call \(\nabla_{X} \psi\),
\[
\left(\nabla_{X} \psi\right)(m):=\left[\left(p, \widetilde{X} f_{\psi}(p)\right)\right], \quad p \in \Pi^{-1}(m)
\]

In our case, however, the equivariant function \(f_{\psi}\) corresponding to a section \(\psi\) of \(L_{f}\) will satisfy (3.7),
\[
f_{\psi}(p g)=f(p, g) f_{\psi}(p)
\]

Therefore \(\widetilde{X} f_{\psi}\) will only be equivariant up to a term proportional to \(\widetilde{X} f\) [this term is, of course, zero for ordinary associated bundles, where \(f\) is an element of \(\operatorname{Hom}\left(G, C^{*}\right)\) and therefore independent of \(P\) ]. But lack of equivariance implies that \(\widetilde{X} f_{\psi}\) does not define a new section of \(L_{f}\). We are thus led to look for a modification of the above prescription which preserves the equivariance (cf. also Ref. 2).

Let \(\varphi=\left(\varphi_{\alpha}\right)\) be a section of \(L_{f}\), with \(\varphi_{\alpha}=\psi_{\alpha \beta} \varphi_{\beta}\), and let \(h_{\alpha}\left(=f_{\varphi_{\alpha}}\right)\) be the corresponding local equivariant functions. Define new functions \(D \frac{\alpha}{\bar{X}} h_{\alpha}\) on \(\Pi^{-1}\left(U_{\alpha}\right)\) by \({ }^{17}\)
\(D_{\bar{X}}^{\alpha} h_{\alpha}:=\widetilde{X} h_{\alpha}-\Gamma_{\alpha}(\widetilde{X}) h_{\alpha}\) (no sum over \(\alpha\) ),
where
\[
\Gamma_{\alpha}=d_{p} \log f_{\alpha}
\]

Then it is easy to see that indeed
\[
\begin{equation*}
\left(D_{\bar{X}}^{\alpha} h_{\alpha}\right)(p g)=f(p, g)\left(D_{\bar{X}}^{\alpha} h_{\alpha}\right)(p) \tag{4.2}
\end{equation*}
\]
(i.e., the lack of equivariance of \(\widetilde{X} h_{\alpha}\) is precisely compensated by the lack of equivariance of \(\Gamma_{\alpha}\) ). Due to the equivariance of \(h_{\alpha}\) and the invariance of \(\widetilde{X}, \widetilde{X} h_{\alpha}\) transforms as
\[
\begin{align*}
\left(\widetilde{X} h_{\alpha}\right)(p g) & =\left(\widetilde{X} h_{\alpha}(p)\right) f(p, g)+h_{\alpha}(p) \widetilde{X} f(p, g) \\
& =f(p, g)\left[\widetilde{X} h_{\alpha}(p)+(\widetilde{X} \log f(p, g)) h_{\alpha}(p)\right] . \tag{4.3}
\end{align*}
\]

On the other hand, \(d_{p} \log f_{\alpha}\) transforms as \((\Pi(p)=m)\)
\[
\begin{align*}
d_{p} \log f_{\alpha}(p, g) & =d_{p} \log f\left(s_{\alpha}(m), g_{\alpha}(p g)\right) \\
& =d_{p} \log \left(f\left(s_{\alpha}(m), g_{\alpha}(p) g\right)\right) \\
& =d_{p} \log (f(p, g)) f\left(s_{\alpha}(m), g_{\alpha}(p)\right) \\
& =d_{p} \log (f(p, g))+d_{p} \log f_{\alpha}(p) \tag{4.4}
\end{align*}
\]

Putting (4.3) and (4.4) together we find (4.2).
Thus the "local" covariant derivative \(\nabla_{X}^{\alpha}\) given by
\[
\begin{equation*}
\left(\nabla_{X}^{\alpha} \varphi_{\alpha}\right)(m):=\left[\left(p,\left(D_{X}^{\alpha} h_{\alpha}\right)(p)\right)\right] \tag{4.5}
\end{equation*}
\]
is well defined. Furthermore, it is straightforward to check that
\[
\begin{equation*}
\nabla_{X}^{\alpha} \varphi_{\alpha}=\psi_{\alpha \beta} \nabla_{X}^{\beta} \varphi_{\beta} . \tag{4.6}
\end{equation*}
\]

Hence \(\nabla_{X} \varphi=\left(\nabla_{X}^{\alpha} \varphi_{\alpha}\right)\) is a well-defined new section of \(L_{f}\), and the operator \(\nabla_{X}\) defined in this way satisfies all the axioms of a covariant derivative. Equations (4.2) and (4.6) now show that we have arrived at our goal of defining a covariant derivative on the sections of \(L_{f}\).

Regarding the operator \(D^{\alpha}=d-\Gamma_{\alpha}\) instead as a covariant derivative on the sections of the trivial line bundle \(P \times \mathbf{C}\) on \(P\), we see that (according to the general prescription of extending connection potentials [Ref. 18, p. 68]) the \(\Gamma_{\alpha}\) piece together to the connection potential
\[
\Gamma=\sum \Pi^{*} \rho_{\alpha} \Gamma_{\alpha}
\]
where \(\Gamma\) is precisely the one-form on \(P\) obtained in Sec. III by pulling back \(c_{1}\left(L_{f}\right)\) to \(P\).

Thus the general recipe for finding a covariant derivative on \(L_{f}\) can also be expressed in the following way: Given the local expression (3.7) for the curvature of \(L_{f}\), pull it back to obtain \(\Gamma\) via (3.10), (3.11). This \(\Gamma\) defines a covariant derivative on sections of \(P \times \mathbf{C}\) which descends to a covariant derivative on \((P \times \mathbf{C}) / \sim=L_{f}\).

Looking at it this way, the fact that (the pullback of) the curvature of \(L_{f}\)-computed by means of \(\nabla_{X}\)-equals \(d \Gamma\) is quite obvious.

\section*{V. CALCULATION OF \(\boldsymbol{H}^{\prime}\left(G, C^{*}(P)\right)\)}

As a by-product of our previous discussion we are now able to compute the cohomology group \(H^{1}\left(G, \mathrm{C}^{*}(P)\right)\) introduced in Sec. II in a number of cases. More generally, the groups \(H^{1}(G, \operatorname{Map}(X, U(1))\) ) (where \(X\) is a manifold carrying a \(G\)-action) were introduced in Ref. 10 to study the problem of lifting the \(G\)-action on \(X\) to automorphisms of torusbundles on \(X\). Explicit calculation of this group is, however, quite difficult in general, since it involves an intricate relationship between the topologies of \(G\) and \(X\). In our case the additional structure provided by the fact that \(P=X\) is a principal \(G\)-bundle allows us to compute it explicitly. The relation between \(H^{\prime}\left(G, C^{*}(P)\right)\) and line bundles on \(M\) we have established so far will be refined in such a way that the computation of \(H^{1}\left(G, C^{*}(P)\right)\) becomes geometrically accessible.

We shall then also apply these results to the question of classifying \(G\)-lifts.

The first bit of information we need-and which we have already established in Ref. II-is the fact (Proposition 1) that \(L_{f}\) is trivial if \(f\) is trivial. Thus, if we can for some other (topological, geometrical) reason show that \(L_{f}\) has to be trivial, we can conclude the triviality of \(\mathbf{H}:=H^{1}\left(G, \mathbf{C}^{*}(P)\right)\).

One such situation occurs if \(P\) is trivial because of the following proposition.

Proposition 2: If \(P\) is trivial, \(L_{f}\) is trivial.
Proof: Let \(s\) be a global trivializing section of \(P, s: M \rightarrow P\). Then \(\psi(m):=[(s(m), 1)]\) is a nowhere vanishing section of \(L_{f}\). Thus \(L_{f}\) is trivial.

According to the above remarks we thus have the following.

Corollary 1: If \(P\) is trivial, \(H^{1}\left(G, \mathrm{C}^{*}(P)\right)\) is trivial.
Since line bundles on \(M\) are classified by \(H^{2}(M, Z)\) we can also deduce the next proposition.

Proposition 3: If \(H^{2}(M, \mathbf{Z})=0, H^{1}\left(G, \mathbf{C}^{*}(P)\right)\) is trivial.
Notice how H'feels" the triviality of \(P\) and the cohomology of \(M\) via the \(G\)-module \(\mathbf{C}^{*}(P)\).

Another situation which is still tractable but in a somewhat less straightforward manner, finally giving rise to a nontrivial \(\mathbf{H}\), occurs if \(H^{2}(P, Z)=0\). Indeed we shall show below that then \(\mathbf{H}=H^{2}(M, Z)\). Before proceeding to the proof let us make the following remarks.
(i) In particular, this result implies that in the case \(H^{2}(P, \mathbf{Z})=0\) every complex line bundle on \(M\) is of the form \(L_{f}\) for some cocycle \(f\).
(ii) In the case \(P=\mathscr{A}\) (the space of connections on a principle bundle \(P^{\prime}\) ), \(G=\mathscr{G}\) (the group of pointed vertical automorphisms of \(P^{\prime}\) ) this result has been established in a very nice way in Ref. 5, where it was used to relate the groupcohomological and topological aspects of anomalies. This relation has been sharpened and made explicit in Ref. 6 (cf. also Sec. VI).
(iii) The result \(H^{1}\left(G, \mathrm{C}^{*}(P)\right)=H^{2}(M, \mathrm{Z})\) is consistent with the results for \(\mathbf{H}\) derived above. Indeed this is trivial for Proposition 3. As for Corollary 1 note that \(H^{2}(P, \mathbf{Z})=0\) together with the triviality of \(P\) imply-by the Künneth formula applied to \(P=M \times G\)-that \(H^{2}(M, \mathbf{Z})=0\).

Theorem 1: If \(H^{2}(P, \mathbf{Z})=0\), then
\[
H^{1}\left(G, \mathrm{C}^{*}(P)\right)=H^{2}(M, \mathrm{Z})
\]

Proof: We have already seen that for any \(L_{f}\) the pullback to \(P-\mathrm{II} L_{f}\)-is trivial (Sec. III). However, \(H^{2}(P, Z)=0\) implies that all line bundles on \(P\)-and in particular the pullbacks of all line bundles on \(M\)-are trivial. This makes it plausible that we can recover all line bundles on \(M\) by "quotienting" \(P \times \mathbf{C}\).

We shall now show how to construct an element of \(Z^{1}\left(G, \mathrm{C}^{*}(P)\right)\) from any line bundle \(L\) on \(M\), and then prove the bijectivity (in cohomology) of this construction.

Thus let \(L\) be any line bundle on \(M\) with projection \(\mathrm{II}_{L}\). Note that \(\Pi^{*} L\) is trivial, and via the choice of a global nonvanishing section \(\psi: P \rightarrow \Pi^{*} L\) we have \(\Pi^{*} L \sim P \times \mathbf{C}\).

Since \(\Pi^{*} L:=\left\{(p, l) \epsilon P \times L: \Pi(p)=\Pi_{L}(l)\right\} \psi\) is of the form
\[
\begin{equation*}
\psi(p)=\left(p, f_{\psi}(p)\right) \tag{*}
\end{equation*}
\]
for some fiber-preserving bundle map \(f_{\psi}: P \rightarrow L\). Since \(f_{\psi}(p g)\) and \(f_{\psi}(p)\) sit in the same fiber of \(L\), there is a smooth function \(\alpha_{g}: P \rightarrow \mathbf{C}^{*}\) such that
\[
f_{\psi}(p)=\alpha_{g}(p) f_{\psi}(p g)
\]
(the reason for putting \(\alpha_{g}\) on the rhs of the above equation will become apparent below). Consistency of this relation requires that \(\alpha(p, g):=\alpha_{g}(p)\) is a group one-cocycle with values in \(\mathbf{C}^{*}(P)\); i.e., an element of \(Z^{1}\left(G, \mathbf{C}^{*}(P)\right)\), since
\[
\alpha(p, g h)=\alpha(p, g) \alpha(p g, h)
\]

In this way every line bundle on \(M\) determines a cocycle in \(Z^{1}\left(G, C^{*}(P)\right)\) via a choice of trivialization. If a different trivializing section \(\psi^{\prime}\) is chosen, then \(\psi\) is related to \(\psi^{\prime}\) by \(\psi=\varphi \psi^{\prime}\) for some \(\varphi \in \mathbf{C}^{*}(P)\). Defining the new cocycle \(\alpha^{\prime}\) by
\[
f_{\psi^{\prime}}(p)=\alpha^{\prime}(p, g) f_{\psi^{\prime}}(p g)
\]
one finds
\[
\alpha^{\prime}(p, g)=\alpha(p, g)(\varphi(p g) / \varphi(p))
\]

Thus \(\alpha^{\prime}\) and \(\alpha\) are cohomologous,
\[
\alpha^{\prime}=\alpha \delta \varphi
\]
[cf. (2.1)] and every line bundle on \(M\) defines a cohomology class in \(H^{1}\left(G, \mathrm{C}^{*}(P)\right)\).

We shall show next that the cohomology class defined in this way is zero iff \(L\) is trivial, i.e., represents zero in \(H^{2}(M, \mathbf{Z})\).

Assume first that \(\alpha\) is trivial, i.e., that for a given trivialization \(\psi\) of II* \(L\) we have
\[
f_{\psi}(p)=\{F(p g) / F(p)) f_{\psi}(p g)
\]
for some \(F \in \mathbf{C}^{*}(P)\). Then
\[
\begin{aligned}
f_{\psi}(p) F(p) & =f_{\psi}(p g) F(p g) \\
& =: \sigma(m)
\end{aligned}
\]
is obviously independent of \(p \in \Pi^{-1}(m)\) and thus yields a global section \(\sigma: M \rightarrow L\), which is nowhere vanishing. Thus \(L\) is trivial.

Conversely, if \(L\) is trivial, let \(\sigma: M \rightarrow L\) be a global trivializing section. Then any trivializing section \(\psi\) of \(\Pi^{*} L\) is of the form (*) with
\[
f_{\psi}(p)=\sigma(m) F(p), \quad m=\Pi(p)
\]
for some \(F \in \mathbf{C}^{*}(P)\). Computing \(f_{\psi}(p g)\) we find
\[
f_{\psi}(p)=\alpha(p, g) f_{\psi}(p g)=\alpha(p, g) \sigma(m) F(p g)
\]
and therefore
\[
\alpha(p, g)=(F(p) / F(p g))=\delta F^{-1}(p, g)
\]

Thus if \(L\) is trivial, \(\alpha\) is trivial.
The same method as above can be used to prove that equivalent line bundles on \(M\) give rise to the same cohomology class in \(\mathbf{H}\). Thus the mapping \(h: L \rightarrow \alpha\) gives rise to an injective group homomorphism,
\[
h_{*}: H^{2}(M, \mathbf{Z}) \rightarrow H^{1}\left(G, \mathrm{C}^{*}(P)\right) .
\]

We shall now show finally that \(h_{*}\) is surjective. This will be done by showing that \(h_{*}\left[L_{f}\right]=[f]\), where \(L_{f}\) is the generalized associated line bundle constructed from the cocycle \(f\) as in Sec. II.

The bundle \(\operatorname{map} f_{\psi}: P \rightarrow L_{f}\) corresponding to a trivialization of \(\Pi^{*} L_{f}\) is of the form
\[
f_{\psi}(p)=\left[\left(p, \tilde{f}_{\psi}(p)\right)\right]
\]
for some \(\tilde{f}_{\psi} \in \mathbf{C}^{*}(P)\).
Therefore, \(f_{\psi}(p g)\) and \(f_{\psi}(p)\) are related by
\[
f_{\psi}(p)=\left[\left(p \tilde{f}_{\psi}(p)\right)\right]=\left[\left(p g . f(p, g) \tilde{f}_{\psi}(p)\right)\right]
\]
(by definition of the equivalence relation on \(\mathbf{P} \times \mathbf{C}\) )
\[
\begin{aligned}
& =\left[\left((p g),\left(\tilde{f}_{\psi}(p) / \tilde{f}_{\psi}(p g)\right) f(p, g) \tilde{f}_{\psi}(p g)\right)\right] \\
& =f(p, g) \tilde{\delta f}_{\psi}^{-1}(p, g) f_{\psi}(p g)
\end{aligned}
\]

Thus \(h_{*}\left[L_{f}\right]=[f]\). This shows that
\(h_{*}: H^{2}(M, Z) \sim H^{1}\left(G, \mathrm{C}^{*}(P)\right)\)
is an isomorphism.
One final bit of information on \(\mathbf{H}\) we can infer directly from Ref. 10. Namely, it is that \(\mathbf{H}=H^{1}(G, Z)\) if \(G\) is connected and \(H^{\prime}(P, \mathbf{Z})=0\).

Again we can show (at least when \(M\) is simply connected) that this is compatible with the results we have derived above on the structure of \(H\). In particular if \(H^{2}(M, \mathbf{Z})=0=H^{1}(P, \mathbf{Z})\), the cohomology long exact sequence of the principal fibration \(G \rightarrow P \rightarrow M\) implies \(H^{\prime}(G, \mathbf{Z})=0\) and therefore Proposition 3 in this case. On the other hand, if \(P\) is trivial and \(H^{\prime}(P, Z)=0\), this implies \(H^{1}(G, Z)=0\) (Künneth formula) and hence Corollary 1. Finally, if \(H^{1}(P, Z)=0=H^{2}(P, Z)\), we have \(H^{1}(G, \mathbf{Z})=H^{2}(M, \mathbf{Z})\) (via transgression) and therefore we recover the result of Theorem 1 under the further assumption \(H^{1}(P, \mathbf{Z})=0\).

Collecting our results in Table I, we see that the only case in which we have not been able to determine \(\mathbf{H}\) explicitly is the one with \(P\) nontrivial and \(H^{1}(P, \mathbf{Z}), H^{2}(P, \mathbf{Z})\) and \(H^{2}(M, Z)\) all nonvanishing.

From Ref. 10 we know that \(H^{1}(G, \operatorname{Map}(X, U(1)))\) classifies equivalence classes of lifts of the \(G\)-action on \(X\) to a \(U(1)\)-bundle on \(X\) (provided one lift exists). Similarly \(H^{1}\left(G, \mathrm{C}^{*}(X)\right)\) classifies lifts to \(\mathrm{C}^{*}\)-bundles (and hence to line bundles) on \(X\); thus in particular \(H^{1}\left(G, \mathrm{C}^{*}(P)\right)\) classifies lifts of the principal \(G\)-action on \(P\) to automorphisms of \(\mathbf{C}^{*}\)-bundles on \(P\). In the light of this fact and the above results, we have shown the following.

Theorem 2: Let \(P(M, G)\) be a principal \(G\)-bundle over a connected manifold \(M\). Let \(\mathscr{L}\) be a line bundle on \(P\) admitting a lift of the principal \(G\)-action on \(P\). Then this lift is unique if either \(P\) is trivial or \(H^{2}(M, \mathbf{Z})=0\).

While this result could have undoubtedly been derived by other means as well, it illustrates nicely how group-cohomological can be transcribed into geometrical information.

TABLE I. Results of the computation of \(\mathrm{H}^{\prime}\left(G, C^{*}(P)\right)\).
\begin{tabular}{cc}
\hline \hline\(P(M, G)\) & \(H^{1}\left(G, \mathbf{C}^{*}(P)\right)\) \\
\hline\(P\) trivial & 0 \\
\(H^{\prime}(P, \mathbf{Z})=0\) & \(H^{\prime}(G, \mathbf{Z})\) \\
\(H^{2}(P, \mathbf{Z})=0\) & \(H^{2}(M, \mathbf{Z})\) \\
\(H^{2}(M, \mathbf{Z})=0\) & 0 \\
\hline \hline
\end{tabular}

\section*{VI. ANOMALIES, WESS-ZUMINO TERMS, AND THE DETERMINANT LINE BUNDLE}

We now finally come to the main application of the techniques developed so far, namely to the construction and investigation of the determinant line bundle \({ }^{14,19}\) of a family of Dirac operators coupled to non-Abelian gauge fields. Although these bundles have been around for some time, the results of the previous sections will allow us to be on more intimate terms with them.

Specializing Secs. II-IV to the case (mentioned several times already) \(P=\mathscr{A}, G=\mathscr{G}, M=\mathscr{C}\) (the gauge orbit space) we shall now be able to see the following \({ }^{6}\) :
(a) \(L_{f}\) - where \(f\) is the cocycle determined by the Wess-Zumino term \({ }^{9,13}\)-is the determinant line bundle (cf. also Refs. 1,2) of the family of Dirac operators parametrized by \(A \in \mathscr{A}\).
(b) The curvature of \(L_{f}\) (anti-) transgresses to the integrated anomaly obtained via the descent-equations \({ }^{13}\) or perturbative calculations. \({ }^{20}\) This establishes explicitly the equivalence between the topological (determinant line bundles, index theorem) and algebraic (BRS-cohomology) approaches to anomalies. This had already been done to some extent in Refs. 4 and 5, but our formalism allows us to be quite explicit about this.
(c) The connection on \(L_{f}\) constructed in Sec. IV provides the nice interpretation of the anomaly as a kind of "functional magnetic field" on the gauge orbit space, whose "field strength" is the curvature of the determinant line bundle. It would be interesting to see how this fact is related to the Fock-space picture, where the anomaly also shows up as a U(1) field \({ }^{21}\) (Berry's phase \({ }^{22}\) ).

Finally, since the connection on \(L_{f}\) is in some sense natural, it ought to coincide with Quillen's connection \({ }^{23}\) (or rather its generalization \({ }^{24}\) ), but I have been unable to show this.

Since all the computations have already been done in previous sections, we can be quite brief about these matters here.

Non-Abelian anomalies show up at one loop as lack of gauge invariance of the effective action,
\[
W(A \cdot g) \neq W(A)
\]
where
\[
\begin{aligned}
& W(A)=\int d \psi d \bar{\psi} \exp \left[-\int \bar{\psi} \phi_{A} \psi\right] \\
& \partial_{A}=\boldsymbol{g}^{2}+\frac{1}{2} A\left(1+\gamma_{5}\right) \\
& A \cdot g=g^{-1} A g+g^{-1} d g
\end{aligned}
\]

However, the modulus of \(W\) can be shown to be gauge invariant. Thus
\[
\begin{equation*}
W\left(A^{g}\right)=\exp [2 \pi i \omega(A, g)] W(A) \tag{6.1}
\end{equation*}
\]
where \(\omega\) is known as the Wess-Zumino term and \(\exp 2 \pi i \omega\) is a group cocycle in the sense of (2.2). Formally \(W(A)\) is the determinant of the Dirac operator \(\phi_{A}\), and comparing (6.1) with (2.4) and (2.5) shows that \(W\) actually defines a section of the line bundle
\[
(\mathscr{A} \times \mathbf{C}) / \sim=: L_{f},
\]
with
\[
(A, c) \sim(A \cdot g,(\exp 2 \pi i \omega(A, g)) c)
\]

Note that \(L_{f}\) is the determinant line bundle, which is thus trivial iff the Wess-Zumino term defines a trivial one-cocycle.

Completing the transgression of \(F(3.7)\) by restricting \(\Gamma\) (3.11) to the fiber via the fiber injection \(i_{A}: \mathscr{G} \rightarrow \mathscr{A}, g \rightarrow A \cdot g\) and interpreting the result as a one-form on \(\mathscr{G}\) gives
\[
\begin{align*}
& i_{A}^{*} \Gamma(g)=\sum \rho_{\gamma}([A]) d_{s} \log f\left(s_{\gamma}([A]), g_{\gamma}(A) \cdot g\right) \\
& f(A, g)=\exp 2 \pi i \omega(A, g) \tag{6.2}
\end{align*}
\]
where \([A]\) is the orbit \(\{A \cdot g, g \in \mathscr{G}\}\) and \(d_{: 夕}\) is the exterior derivative on \(\mathscr{G}\).

To compare this with the integrated anomaly [ \(\int \omega_{2 n}^{1}(A, X)\), where \(X \in \operatorname{Lie} \mathscr{G}\) ], we use the fact \({ }^{13}\) that it can be obtained as the infinitesimal variation of the Wess-Zumino term (i.e., as a Lie-algebra cocycle).

To simplify the calculation, we choose a covering \(\left\{U_{\alpha}\right\}\) in such a way that for a given \([A], \rho_{\gamma}([A])=\delta_{\gamma \gamma_{0}}\). Although it may seem obvious that this is always possible, a proof of this is contained in the Appendix, since I was not aware of a reference in the literature and the proof is slightly technical. Then we find (using the equivariance of \(f\) and reinserting the factor \(2 \pi i\) we had omitted)
\[
\int \omega_{2 n}^{1}(A, X)=\left.\frac{d}{d t} \omega(A, \exp t X)\right|_{t=0}
\]
[by (6.2)]
\[
\begin{align*}
& =\left.\frac{1}{2 \pi i} \frac{d}{d t} \log f(A, \exp t X)\right|_{t=0} \\
& =\frac{1}{2 \pi i} \frac{d}{d t} \log f\left(\left.s_{\gamma_{s}}(A \exp t X)\right|_{t=0}\right. \\
& =\frac{1}{2 \pi i} i_{A}^{*} \Gamma(e)(X) \tag{6.3}
\end{align*}
\]
(where \(e\) is the identity-element of \(\mathscr{G}\) ). Thus we have explicitly verified that the curvature of the determinant line bundle \(L_{f}\) antitransgresses to the integrated anomaly.

Pulling back the connection (Sec. IV) to \(\mathscr{A} \times \mathbf{C}\), whose connection potential is \(\Gamma\), one obtains a \(\mathscr{G}\)-equivariant flat and necessarily trivial connection there, which however restricts to a fiat connection with nontrivial holonomy on the gauge orbits iff the anomaly is nontrivial [because of (6.3)], iff the cocycle is nontrivial (since \(H^{1}(\mathscr{G}) \sim H^{2}(\mathscr{A})\) \(\mathscr{G}) \sim \mathbf{H}\) iff \(L_{f}\) is nontrivial (Proposition 1).

\section*{APPENDIX: A LEMMA ON PARTITIONS OF UNITY}

The purpose of this Appendix is to prove the following lemma, which we used in Sec. VI to simplify the calculation of the antitransgression.

Lemma: Let \(M\) be a paracompact smooth Hausdorff manifold and let \(x \in M\) be a point of \(M\). Then there exists a covering of \(M\) by open sets \(\left\{W_{\alpha}\right\}_{\alpha \in I}\) and a partition to unity \(\left\{\rho_{\alpha}\right\}\) subordinate to \(\left\{W_{\alpha}\right\}\) such that \(\rho_{\alpha}(x)=0 \forall \alpha \in I\), \(\alpha \neq \alpha_{0}\), and \(\rho_{a_{0}}(x)=1\).

Proof: Let \(\left\{U_{\alpha}\right\}_{\alpha \in J}\) be any locally finite covering of \(M\) (this exists, since \(M\) is paracompact). Assume without loss
of generality that \(x \in M\) is covered by just two open sets \(U_{1}, U_{2}\) (by local finiteness of \(\left\{U_{\alpha}\right\}\) the procedure outlined below will just have to be repeated a finite number of times in the general case).

The strategy will be not to modify directly a partition of unity subordinate to \(\left\{U_{\alpha}\right\}\), but rather to modify the covering itself in such a way that \(X\) will then be only covered by one open set \(W\). A partition of unity subordinate to this new covering (which exists) will then have the desired property, since
\[
\sum_{\alpha} \rho_{\alpha}(y)=1, \quad \forall y \in M, \quad \operatorname{supp} \rho_{\alpha} \subset U_{\alpha}
\]

The crucial property we shall need of paracompact spaces is that they are normal, i.e., every two closed disjoint sets \(A, B\) can be separated by open disjoint sets \(O_{A}\) and \(O_{B}\), formally
\[
\begin{aligned}
& \forall A, B \subset M \text { closed, } A \cap B=\emptyset \\
& \exists O_{A}, O_{B} \text { open such that: } A \subset O_{A}, \quad B \subset O_{B}, \\
& O_{A} \cap O_{B}=\emptyset .
\end{aligned}
\]

Choose \(V_{x} \subset U_{1} \cap U_{2}\) such that \(x \in V_{x}\) and \(V_{x}\) is open, and denote by \(\bar{V}_{x}\) the closure of \(V_{x}\). Assume now that \(W\) is an open set with the property \(\bar{V}_{x} \subset W \subset U_{1} \cap U_{2}\) (the existence of such a \(W\) will be shown below, using the normality of \(M\) ). Let \(\bar{V}_{x}^{C}\) be the complement of \(\bar{V}_{x}\) in \(M\); then \(\bar{V}_{x}^{C}\) is open. Then one can convince oneself (by drawing pictures or by formal reasoning) that the union of the following three open sets
\[
W, \quad W_{1}:=\bar{V}_{x} \cap U_{1}, \quad W_{2}:=\bar{V}_{x}^{c} \cap U_{2}
\]
is equal to the union of \(U_{1}\) and \(U_{2}\), and that \(x\) is only contained in \(W\). A partition of unity subordinate to the new locally finite covering
\[
\left\{U_{\alpha}, \alpha \in I, \alpha \neq 1,2 ; W, W_{1}, W_{2}\right\}
\]
will then do the job.
Now we shall show that such a \(W\) can always be found. Since \(A=\bar{V}_{x}\) and \(B=\left(U_{1} \cap U_{2}\right)^{C}\) are disjoint closed sets, we can-due to normality of \(M\)-find open sets \(O_{A}, O_{B}\) with
\[
\begin{align*}
& \bar{V}_{x} \subset O_{A} \\
& \left(U_{1} \cap U_{2}\right)^{c} \subset O_{B}  \tag{*}\\
& O_{A} \cap O_{B}=\emptyset
\end{align*}
\]

Since \(\left(U_{1} \cap U_{2}\right)^{C} \subset O_{B}\), we have
\[
\begin{equation*}
O_{B}^{C} \subset U_{1} \cap U_{2} \tag{**}
\end{equation*}
\]
and since \(O_{A}\) and \(O_{B}\) are disjoint, \(O_{A}\) is contained in the complement of \(O_{B}\),
\[
\begin{equation*}
O_{A} \subset O_{B}^{\mathrm{C}} \tag{***}
\end{equation*}
\]

Putting (*), (**), and (***) together, we find that
\[
\bar{V}_{x} \subset O_{A} \subset U_{1} \cap U_{2}
\]

Thus \(O_{A}=: W\) is a possible choice.
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\begin{abstract}
The factorization theorems of Uhlenbeck and Wood are used to derive various finite action solutions to the classical equations of motion of the Euclidean \(\mathrm{U}(N)\) chiral model in two dimensions. They are obtained by adding a general basic uniton to solutions of the Grassmannian models. A brief comment is made on the properties of these solutions.
\end{abstract}

\section*{I. INTRODUCTION}

In this paper we derive and study various finite action classical solutions of the \(\mathrm{U}(N)\) chiral models in two Euclidean dimensions. These models have become increasingly popular in recent years as they possess nontrivial topological properties, which in turn are responsible for the existence of nontrivial solutions, and they appear to be two-dimensional analogs of physically relevant Yang-Mills theories. Moreover, they provide examples of harmonic maps and as such are also interesting from the mathematical point of view.

The models we are going to discuss are also called "principal chiral models," and are defined in terms of the Lagrangian density
\[
\begin{equation*}
L=\frac{1}{4} \operatorname{Tr} \partial_{\mu} Q^{\dagger} \partial_{\mu} Q \tag{1.1}
\end{equation*}
\]
where \(Q^{\dagger} Q=Q Q^{\dagger}=1\).
The equations of motion (or strictly speaking the EulerLagrange equations, as we work in the Euclidean space) are given by
\[
\begin{equation*}
\partial_{\mu}\left(Q^{\dagger} \partial_{\mu} Q\right)=0 \tag{1.2}
\end{equation*}
\]
and to specify the problem completely we also have to state the boundary conditions satisfied by \(Q\). The conditions we want to impose are those that come from the requirement of quantization in terms of part integrals--thus we require that
\[
S=\int d^{2} x L<\infty
\]

The condition of the finiteness of the action effectively compactifies the two-dimensional Euclidean space, thus allowing us to take over the results derived in the case when the basic space is given by \(S^{2}\). Moreover, this compactification introduces topology and is directly responsible for the discrete values of the action.

It has been known for some time that all solutions of Grassmannian models are also solutions of the chiral model [as the Grassmannian subspace is totally geodesic in \(\mathrm{U}(N)]^{1}\); at the same time not much has been known about other solutions. Recently, however, Uhlenbeck proved a very interesting factorization theorem. \({ }^{2}\) Namely, she showed that all classical solutions of the chiral model are of the form
\({ }^{\text {a) }}\) Chercheur IISN, Belgium.
\[
\begin{equation*}
Q=K \prod_{i=1}^{k}\left(1-2 R_{i}\right) \tag{1.3}
\end{equation*}
\]
where \(k\) is some number (called by her the uniton number), \(K\) is a constant matrix, and \(R_{i}\) are projectors that satisfy some first-order differential equations. The theorem provides a convenient method of generating new solutions from old ones, the procedure that she called the addition of a uniton. Given a solution \(Q_{0}\) of the model, she defines a uniton factor for this solution by \(1-2 R\), where \(R\) is a projector satisfying
\[
\begin{align*}
& R A_{-}(1-R)=0, \\
& (1-R)\left[\partial_{-} R+A_{-} R\right]=0, \tag{1.4}
\end{align*}
\]
where
\[
\begin{equation*}
A_{ \pm}=\frac{1}{2} Q_{0}^{\dagger} \partial_{ \pm} Q_{0} \tag{1.5}
\end{equation*}
\]
and \(\partial_{ \pm}\)denotes the derivative with respect to \(x \pm i y\), respectively. We summarize her results by the following theorem.

Uhlenbeck's theorem: If \(Q_{0}\) is a solution of the equations of motion of the \(\mathrm{U}(N)\) chiral model-(1.2) and \(1-2 R\) is a uniton for this solution, then \(Q=Q_{0}(1-2 R)\) is another solution of this equation. Moreover, all solutions of the \(\mathrm{U}(N)\) model can be constructed by adding less than \(N\) unitons to a constant solution.

If \(Q_{0}=K\), the equations reduce to \(\partial_{-} R R=0\), i.e., the equations for the instantons of the Grassmannian models. For \(Q_{0} \neq K\) we have more general solutions, which include noninstanton solutions of Grassmannian models and also non-Grassmannian solutions. It is important to note that the uniton number is, strictly speaking, not well defined. By this we mean that when we add a uniton to, say, a two-uniton solution, the resulting configuration may turn out to be equivalent to a one-uniton solution. For this reason, Uhlenbeck also defined the minimal uniton number as the minimal number of unitons that are needed to construct a given solution.

The main aspect of the Uhlenbeck construction is that it reduces the problem to having to solve a first-order nonlinear differential equation coupled with a nonlinear algebraic equation. This last equation admits two obvious solutions, namely, \(R A_{-}=0\) or \(A_{-}(1-R)=0\). Following Wood, \({ }^{3}\) we will call their solutions, respectively, basic and antibasic uni-
tons. Moreover, in his paper \({ }^{3}\) Wood also managed to show that any uniton \(R\) can be decomposed into a product of basic unitons. Thus his theorem can be stated as follows.

Wood's theorem: Any uniton \(1-2 R\) corresponding to a given solution \(Q_{0}\) can be factorized as
\[
(1-2 R)=\left(1-2 R_{1}\right)\left(1-2 R_{2}\right) \cdots\left(1-2 R_{k}\right)
\]
for some \(k \leqslant N\), where \(1-2 R_{1}\) is a basic uniton for \(Q_{0}\) and \(1-2 R_{i}\) are basic unitons for the solutions \(Q_{i}\) \(=Q_{0}\left(1-2 R_{1}\right) \cdots\left(1-2 R_{i-1}\right)\).

Therefore, we see that there are three types of unitons: the basic, the antibasic, and the remaining ones, which we shall call mixed. Moreover, each of the projectors appearing in these unitons can be of any rank.

Let us observe that when we try to add a basic or an antibasic uniton to a given solution, the Uhlenbeck equations (1.4) simplify. If we use \(I\) and \(H\) to describe, respectively, the image of \(A_{-}\)and \(A_{+}\)and denote by \(P(I)\) and \(P(H)\) the corresponding projectors on these spaces, we can state the following proposition.

Proposition 1.1: For \(1-2 R\), a basic uniton corresponding to the solution \(Q_{0}\), the Uhlenbeck equations (1.4) are equivalent to
\[
\begin{align*}
& R A_{-}=0 \\
& (1-R-P(I)) \partial_{-} R=0 . \tag{1.6}
\end{align*}
\]

Similarily, for the antibasic unitons \(R=1-S\) and the Uhlenbeck equations (1.4) reduce to
\[
\begin{align*}
& A_{-} S=0 \\
& (1-S-P(H)) \partial_{+} S=0 \tag{1.7}
\end{align*}
\]

Proof: The first equation in (1.6) is just the definition of a basic uniton. Using this definition and multiplying the second Uhlenbeck equation by \(P(I)\) from the left we find
\[
\begin{equation*}
A_{-} R=-P(I) \partial_{-} R \tag{1.8}
\end{equation*}
\]

Substituting this result into the second Uhlenbeck equation we obtain the second equation (1.6). To prove the complete equivalence between Eqs. (1.6) and the Uhlenbeck equations (1.4) we have to show that if Eqs. (1.6) are satisfied, so are the Uhlenbeck equations. To prove this we consider the equation satisfied by \(A_{ \pm}\)(Ref. 2)
\[
\begin{equation*}
\partial_{-} A_{+}+\left[A_{-}, A_{+}\right]=0, \quad A_{-}=-\left(A_{+}\right)^{\dagger} \tag{1.9}
\end{equation*}
\]
and multiply it from the right by \(R\). A simple algebraic manipulation then shows that if this equation is satisfied so is (1.8). Substituting this expression into the second equation (1.6) shows that the second Uhlenbeck equation is satisfied, thus completing the proof. The equivalence between the Uhlenbeck equations (1.4) and (1.7) can be proved in a very similar way. As an immediate consequence of Eq. (1.6) we see that \((1-P(I))\) and \(P(H)\) are automatically projectors corresponding to, respectively, basic and antibasic unitons and that we can construct more general solutions of both types by considering projectors of smaller rank.

As we have seen, in order to add a uniton to a given solution \(Q_{0}\), we have to compute the gauge field \(A_{-}\)corresponding to this solution. As a matter of fact, as \(Q_{0}\) can be factorized, as in (1.3), it is quite easy to show that \(A_{-}\)is given by \({ }^{4}\)
\[
\begin{equation*}
A_{-}=\sum_{i=1}^{k} \partial_{-} R_{i} \tag{1.10}
\end{equation*}
\]

In the sequel, we will use the following notation. For \(V\), which is a matrix, we will denote by \(P(V)\) the projector on the space it spans. When \(V\) is of maximal rank, this projector is given by
\[
\begin{equation*}
P(V)=V\left(V^{\dagger} V\right)^{-1} V^{\dagger} \tag{1.11}
\end{equation*}
\]

\section*{II. ONE-UNITON SOLUTIONS}

As we have shown in Sec. I, the one-uniton solutions are of the form
\[
\begin{equation*}
Q=K\left(1-2 R_{1}\right) \tag{2.1}
\end{equation*}
\]
where \(R_{1}\) satisfies
\[
\begin{equation*}
\left(1-R_{1}\right) \partial_{-} R_{1}=0 \tag{2.2}
\end{equation*}
\]

These solutions are the so-called instanton solutions of Grassmannian models that have been known for some time. \({ }^{5}\) The most general solutions for \(R_{1}\) of this class are given by
\[
\begin{equation*}
R_{1}=P(F) \tag{2.3}
\end{equation*}
\]
where \(F\) is a holomorphic matrix (i.e., whose entries are functions of only \(x+i y\) ) of maximal rank.

It is important to note that a given one-uniton solution is not characterized by only one holomorphic matrix \(F\). In fact, one can always take holomorphic linear combinations of the columns of \(F\), i.e., replace \(F\) by \(F^{\prime}=F A\), where \(A\) is any invertible holomorphic square matrix of appropriate size, without altering the solution. From now on we will say that a projector \(R\) is holomorphic or antiholomorphic if it satisfies \(\partial_{-} R R=0\) or \(\partial_{+} R R=0\), respectively. As a consequence of the previous construction, holomorphic bases will play an important role in the sequel. For this reason, we will say that a set of rectangular matrices (of maximal rank)
\[
\begin{equation*}
V_{1}, V_{2}, \ldots, V_{k} \tag{2.4}
\end{equation*}
\]
is an orthogonal (anti)holomorphic basis sequence if all the \(V_{i}\) are orthogonal to each other,
\[
\begin{equation*}
V_{i}^{\dagger} V_{j}=0, \quad i \neq j ; \quad \sum_{i=1}^{k} P\left(V_{i}\right)=1 \tag{2.5}
\end{equation*}
\]
and if \(\mathbb{P}_{j}=\Sigma_{i=1}^{j} P\left(V_{i}\right)\) is (anti)holomorphic, and so it satisfies
\[
\begin{equation*}
\left(1-\mathbb{P}_{j}\right) \partial_{ \pm} \mathbb{P}_{j}=0 \tag{2.6}
\end{equation*}
\]

Moreover, we will say that this is an orthogonal (anti)holomorphic basis sequence of DZ type \({ }^{6}\) if the \(V_{i}\) satisfy
\[
\begin{equation*}
V_{i}^{\dagger} \partial_{ \pm} V_{j}=0 \tag{2.7}
\end{equation*}
\]
for all \(i, j\), such that \(|i-j| \geqslant 2\). As a consequence of these properties, we can choose to normalize each \(V_{i}\) in such a way that
\[
\begin{equation*}
V_{i}=\left(1-\sum_{j=1}^{i-1} P\left(V_{j}\right)\right) F_{i} \tag{2.8}
\end{equation*}
\]
where \(F_{i}\) is some (anti)holomorphic matrix. This comes from the fact that all holomorphic projectors are of the type \(P(F)\), where \(F\) is a holomorphic matrix. \({ }^{7}\) Writing \(\mathbf{P}_{j}=P\left(W_{j}\right)\) for some holomorphic \(W_{j}\), we have by induc-
tion that \(V_{i}=\left(1-\mathbb{P}_{i-1}\right) W_{i}\). With this normalization, we have
\[
\begin{equation*}
V_{i}^{\dagger} \partial_{-} V_{i}=0 \tag{2.9}
\end{equation*}
\]
valid for all \(i\). As this normalization will play an important role in what follows, we will call it the natural (anti)holomorphic normalization. When \(R\) is a holomorphic projector, then \(1-R\) is an antiholomorphic one, so that when read from the right to the left, the orthogonal holomorphic sequence becomes an antiholomorphic one. Moreover, when \(V\) is normalized in the natural holomorphic way, then \(V\left(V^{+} V\right)^{-1}\) has the natural antiholomorphic normalization. To add a uniton to the one-uniton solution, we will need the following proposition.

Proposition 2.1: When \(F\) is a holomorphic matrix of maximal rank and \(R=P(F)\) corresponds to a one-uniton solution, then
\[
\begin{equation*}
\left((1-P(I)) F, I, H, G_{R}\right) \tag{2.10}
\end{equation*}
\]
is an orthogonal holomorphic basis sequence of \(D Z\) type, where \(G_{R}\) is the orthogonal complement of the vectors ( \(F, H\) ).

Proof: In general, the matrix \(\left(F, \partial_{+} F\right)\) is not of maximal rank, but after some possible reordering of its columns we can always split \(F=\left(F_{1}, F_{2}\right)\) into two parts, such that \((1-P(F)) \partial_{+} F_{1}\) is of maximal rank. As a consequence we can write
\[
\begin{equation*}
\partial_{+} F_{2}=F_{1} A+F_{2} B+\partial_{+} F_{1} C \tag{2.11}
\end{equation*}
\]
for some holomorphic matrices \(A, B\), and \(C\). So rather than taking \(F\) to construct \(R\) we can use \(F=\left(F_{1}, G_{L}\right)\) where \(G_{L}\) \(=F_{2}-F_{1} C\), and so \((1-P(F)) \partial_{+} G_{L}=0\). Now, using the fact that \(P(F)=P(\check{F})\) and
\[
\begin{equation*}
A_{-}=\partial_{-} P(\check{F})=\breve{F}\left(\check{F}^{\dagger} \breve{F}\right)^{-1}\left((1-P(\check{F})) \partial_{+} F_{1}, 0\right)^{\dagger} \tag{2.12}
\end{equation*}
\]
we see that \(G_{L}^{\dagger} A_{-}=\left(\partial_{+} G_{L}\right)^{\dagger}(1-P(F))=0\) and that the rank of \(A_{-}\)is equal to the rank of \((1-P(F)) \partial_{+} F_{1}\). As a consequence, we see that \(I\) is spanned by \(\left(1-P\left(G_{L}\right)\right) F_{1}\) and we can write the sequence above as \(\left(G_{L},\left(1-P\left(G_{L}\right)\right) F_{1},(1-P(\breve{F})) \partial_{+} F_{1} G_{R}\right)\). This sequence is obviously an orthogonal holomorphic basis sequence. Moreover, as \((1-P(F)) \partial_{+} G_{L}=0\) it is easy to check that this basis is of DZ type.

\section*{III. ADDING A BASIC UNITON}

Wood's factorization theorem tells us that to construct all solutions of the \(\mathrm{U}(N)\) model, all we have to do is to add successive basic unitons to the one-uniton solution. This appears to be a very difficult task. In our previous paper, \({ }^{8}\) we reported the construction of all solutions of the \(U(3)\) and \(\mathrm{U}(4)\) models. In the \(\mathrm{U}(4)\) case we found that the construction of the general three-uniton configurations was rather difficult to perform. Nevertheless it is easy to observe that all solutions correspond to configurations that can be obtained by addition of one uniton to some Grassmannian solution. So rather than trying to construct two, three, and further general uniton solutions, we will restrict our construction to the addition of a general basic uniton to the already known general Grassmann solutions. \({ }^{5,6}\)

The construction of these Grassmannian solutions is quite simple. We start by constructing an orthogonal holomorphic basis sequence of DZ type,
\[
\begin{equation*}
\left(Y_{1}, Y_{2}, Y_{3}, \ldots, Y_{i}, \ldots, Y_{2 r}, Y_{2 r+1}\right) \tag{3.1}
\end{equation*}
\]
where the sets \(Y_{1}\) and \(Y_{2 r+1}\) may be empty. Defining \(R_{i}\) \(=\Sigma_{j=1}^{i} P\left(Y_{i}\right)\), where \(P(Y)\) is a projector (onto \(Y\) ) and so satisfies \(P^{2}=P\), we know \({ }^{5,6}\) that
\[
\begin{equation*}
Q=\prod_{i=1}^{2 r}\left(1-2 R_{i}\right)=(1-2 R) \tag{3.2}
\end{equation*}
\]
where
\[
\begin{equation*}
R=\sum_{i=1}^{r} P\left(Y_{2 i}\right) \tag{3.3}
\end{equation*}
\]
is a Grassmannian solution of the \(\mathrm{U}(N)\) model (we shall prove this by induction as a by-product of the construction of more general solutions). Observe that when \(r=1\) and \(Y_{1}\) is empty, we recover the instanton solutions described before.

We are now ready to add a basic uniton to these solutions, and as a by-product, prove once again (by induction) that (3.2) is a solution of the \(U(N)\) model. To proceed we observe that before we can solve Eq. (1.6), we must compute the \(A_{-}\)matrix for the solution (3.2). We find
\[
\begin{equation*}
A_{-}=\sum_{i=1}^{2 r} \partial_{-} R_{i} \tag{3.4}
\end{equation*}
\]

Next we perform the "splitting," explained at the end of Sec. II and write, after an appropriate gauge transformation, \(Y_{i}\) \(=\left(G_{i}, I_{i}\right)\), thus obtaining an orthogonal holomorphic basis sequence
\[
\begin{equation*}
\left(G_{1}, I_{1}, \ldots, G_{2 r}, I_{2 r}, G_{2 r+1}\right), \tag{3.5}
\end{equation*}
\]
which satisfies
\[
\begin{equation*}
G_{i}^{\dagger} \partial_{-} G_{j}=0, \quad G_{i}^{\dagger} \partial_{+} G_{j}=0, \quad \text { for } i \neq j \tag{3.6}
\end{equation*}
\]
and
\[
\begin{equation*}
G_{i}^{\dagger} \partial_{-} I_{j}=0, \quad I_{i}^{\dagger} \partial_{+} G_{j}=0, \quad \text { for } i \neq j \tag{3.7}
\end{equation*}
\]

To add a basic uniton to the solution (3.2) we have to solve Eqs. (1.6), the first of which can be solved by choosing a projector \(\widetilde{R}\) to be orthogonal to all \(I_{i}\). To solve the second equation (1.6) we observe that we can rewrite it as \(T \partial_{-} R=0\) for some choice of \(T\). Hence we split each nonempty set \(G_{i}\) into three parts,
\[
\begin{equation*}
G_{i}=\left(V_{i}, U_{i}, W_{i}\right), \tag{3.8}
\end{equation*}
\]
such that the \(U_{i}\) 's span the intersection of the two spaces onto which \(\widetilde{R}\) and \(T\) project and the \(V_{i}\) 's (and, respectively, the \(W_{i}\) 's) span the orthogonal complement of that intersection in the space on which \(\widetilde{R}\) (and, respectively, \(T\) ) project. Thus we write, in full generality,
\[
\begin{align*}
\widetilde{R} & =\sum_{i=1}^{2 r+1} P\left(V_{i}\right)+P\left(V_{M}\right)  \tag{3.9}\\
T & =1-\widetilde{R}-\sum_{i=1}^{2 r} P\left(I_{i}\right)=\sum_{i=1}^{2 r+1} P\left(W_{i}\right)+P\left(W_{M}\right) \tag{3.10}
\end{align*}
\]
where
\[
\begin{align*}
& V_{M}=\sum_{i=1}^{2 r+1} U_{i} a_{i}  \tag{3.11}\\
& W_{M}=\sum_{i=1}^{2 r+1} U_{i}\left(U_{i}^{\dagger} U_{i}\right)^{-1} b_{i}
\end{align*}
\]
and the \(a_{i}\) and \(b_{i}\) are some matrices that we can assume to be of maximal rank. In fact, had they not been of maximal rank, we would have found that one of the vectors spanned by the corresponding \(U_{i}\) would have to lie in \(V_{i}\) or \(W_{i}\). We see that the second equation (1.6) reduces to
\[
\begin{equation*}
W_{i}^{\dagger} \partial_{-} V_{j}=0 \tag{3.12}
\end{equation*}
\]
for all \(i, j\) equal to \(1,2, \ldots, 2 r+1\) and \(M\). Next we define
\[
\begin{align*}
& \mathbf{P}\left(V_{i}\right)=\sum_{j=1}^{i-1} P\left(Y_{j}\right)+P\left(V_{i}\right), \\
& \mathbf{P}\left(U_{i}\right)=\mathbb{P}\left(V_{i}\right)+P\left(U_{i}\right),  \tag{3.13}\\
& \mathbb{P}\left(W_{i}\right)=\mathbb{P}\left(U_{i}\right)+P\left(W_{i}\right),
\end{align*}
\]
and observe that by construction
\[
\begin{align*}
& \left(1-P\left(W_{i}\right)\right) \partial_{-} P\left(V_{i}\right)=0  \tag{3.14}\\
& \left(1-P\left(W_{i}\right)\right) \partial_{-}\left(P\left(V_{i}\right)+P\left(U_{i}\right)\right)=0
\end{align*}
\]

However, we observe that (3.6) and (3.7) imply that
\[
\begin{equation*}
K_{i}^{\dagger} \partial_{ \pm} \widetilde{K}_{j}=0, \quad i \neq j \tag{3.15}
\end{equation*}
\]
where \(K\) and \(\widetilde{K}\) stand for any \(V, W\), or \(U\). This means that (3.12) implies
\[
\begin{equation*}
U_{i}^{\dagger} \partial_{-} V_{i}=W_{i}^{\dagger} \partial_{-} V_{i}=W_{i}^{\dagger} \partial_{-} U_{i}=0 \tag{3.16}
\end{equation*}
\]
and we see that \(\mathbb{P}\left(V_{i}\right), \mathbb{P}\left(U_{i}\right)\), and \(\mathbb{P}\left(W_{i}\right)\) are holomorphic, and that
\(\left(V_{1}, U_{1}, W_{1}, I_{1}, V_{2}, \ldots, W_{2 r}, I_{2 r}, V_{2 r+1}, U_{2 r+1}, W_{2 r+1}\right)\)
is an orthogonal holomorphic basis sequence. Thus we are left with having to solve
\[
\begin{equation*}
W_{M}^{\dagger} \partial_{-} V_{M}=0 \tag{3.18}
\end{equation*}
\]

To proceed further we perform a gauge transformation, which brings the \(U_{i}\) to satisfy the condition of the natural holomorphic normalization, i.e., \(U_{i}^{\dagger} \partial_{-} U_{i}=0\) and compute
\[
\begin{align*}
& W_{M}^{\dagger} \partial_{-} V_{M}=\sum_{i j} b_{i}^{\dagger}\left(U_{i}^{\dagger} U_{i}\right)^{-1} U_{i}^{\dagger} \partial_{-}\left(U_{j} a_{j}\right),  \tag{3.19}\\
& \sum_{i j} b_{i}^{\dagger} \partial_{-} a_{j}=\sum_{i} b_{i}^{\dagger} \partial_{-} a_{i} .
\end{align*}
\]

Since the \(a_{i}\) have maximal rank, the above given expression vanishes if the \(a_{i}\) 's are holomorphic.

If we now consider the particular example when all the sets \(U_{i}\) are empty, we find that our new solution takes the form
\[
\begin{align*}
Q & =\left(1-1 R_{0}\right)(1-2 R) \\
& =\left(1-2\left(\sum_{i=1}^{r} P\left(\check{Y}_{2 i}\right)+P\left(V_{1}\right)\right)\right) \tag{3.20}
\end{align*}
\]
where \(\breve{Y}_{2 i}=\left(W_{2 i}, I_{2 i}, V_{2 i+1}\right)\). This solution is a Grassmannian solution computed from the orthogonal holomorphic basis sequence (OBS) \(\widetilde{Y}_{i}=\left(W_{i}, I_{i}, V_{i+1}\right)\), where \(W_{0}\) \(=I_{0}=V_{2(r+1)}=0\). Moreover, this new basis is easily shown to be of DZ type. Thus we see that the effect of our
construction corresponds to the addition of one \(Y_{1}\) in the sequence (3.1). We can now wonder whether all orthogonal holomorphic basis sequences (3.1) can be obtained by our construction. The answer to this question is positive as one can add successively all of the following basic unitons:
\[
\begin{equation*}
Q=\prod_{i=0}^{2 r-1}\left(1-2 R_{i}\right) \tag{3.21}
\end{equation*}
\]
where
\[
\begin{equation*}
R_{i}=\sum_{j=1}^{2 r-i} P\left(Y_{j}\right) \tag{3.22}
\end{equation*}
\]

Let us notice that when the set \(Y_{1}\) is empty, the last uniton in this sequence has to be dropped.

To construct all these solutions we need, it is easy to see that thus we have shown that our construction gives us all the Grassmannian solutions previously constructed by Din et al. \({ }^{5}\) and by Sasaki. \({ }^{9}\) To construct all these solutions we need to consider all holomorphic matrices \(F\) from which we must construct all possible orthogonal holomorphic basis sequences. Every step in such a construction adds a \(Y_{i}\) to the basis sequence, even though the space spanned by this sequence remains unchanged. The expressions (3.21) and (3.22) thus show how to construct all known Grassmannian solutions. We see that we have proved the following proposition.

Proposition 3.1: The most general basic uniton corresponding to the Grassmannian solution (3.2) is given by (3.9), where (3.17) is an orthogonal holomorphic basis sequence and \(V_{M}\) is given by (3.11), with all \(a_{i}\) being holomorphic.

On the other hand, when the sets \(U_{i}\) are not empty the new solution \(Q=\left(1-2 R_{0}\right)(1-2 R)\) is non-Grassmannian as the projector \(P\left(V_{M}\right)\), in general, does not commute with the projectors \(P\left(U_{i}\right)\).

\section*{IV. AN EXPLICIT EXAMPLE}

When we try to construct solutions of the Grassmannian models, it is convenient to use holomorphic bases. \({ }^{5}\) Some of them have particularly useful properties that make them easy to use. Let us choose a holomorphic matrix \(F\) of maximal rank. Then we can define
\[
\begin{equation*}
P_{+} F=\partial_{+} F-F\left(F^{\dagger} F\right)^{-1} F^{\dagger} \partial_{+} F \tag{4.1}
\end{equation*}
\]
and use induction to define further vectors \(P^{k}{ }_{+} F\),
\[
\begin{equation*}
P_{+}^{k} F=P_{+}\left(P_{+}^{k-1} F\right) \tag{4.2}
\end{equation*}
\]

This construction of our basis is equivalent to the GramSchmidt orthonormalization procedure of the sequence of analytic vectors \(F, \partial_{+} F, \partial_{+}^{2} F, \ldots\), thus showing that all \(P_{1}^{k} F\), which correspond to different \(k\) 's, are orthogonal to each other. Moreover, in addition they satisfy the following properties, which are essential in our construction \({ }^{5}\) :
\[
\begin{align*}
& \partial_{-} P_{+}^{k} F=-P_{+}^{k-1} F \alpha_{k-1}^{-1} \alpha_{k}  \tag{4.3}\\
& \partial_{+}\left(P_{+}^{k} F \alpha_{k}^{-1}\right)=P_{+}^{k+1} F \alpha_{k}^{-1}
\end{align*}
\]
where
\[
\begin{equation*}
\alpha_{k}=P_{+}^{k} F^{\dagger} P_{+}^{k} F \tag{4.4}
\end{equation*}
\]

As a consequence of the second equation, we see that the
\(P^{i}+F\) have the natural holomorphic normalization and that
\[
\begin{equation*}
\left(F, P_{+} F, P_{+}^{2} F, \ldots, P_{+}^{2 r} F\right) \tag{4.5}
\end{equation*}
\]
is an orthogonal holomorphic basis sequence. Defining projectors onto each of these vectors,
\[
\begin{equation*}
P_{0}=P(F), \ldots, P_{k}=P\left(P_{+}^{k} F\right) \tag{4.6}
\end{equation*}
\]
we find that the sum of any of these projectors forms a solution of the type (3.2), in which the sum of consecutive projectors corresponds to a single projector \(P\left(Y_{i}\right)\) of our previous construction. To make this clearer, let us consider, for example,
\[
\begin{equation*}
R=P_{2}+P_{7}+P_{8}+P_{9} \tag{4.7}
\end{equation*}
\]

This solution corresponds to the choice \(Y_{1}=\left(F, P_{+} F\right)\), \(Y_{2}=P^{2}{ }_{+} F, \quad Y_{3}=\left(P_{+}^{3} F, P_{+}^{4} F, P_{+}^{5} F, P_{+}^{6} F\right), \quad Y_{4}\) \(=\left(P_{+}^{7} F, P_{+}^{8} F, P_{+}^{9} F\right)\), and \(Y_{5}=\left(P_{+}^{10} F, \ldots, P_{+}^{2 r} F\right)\). Using the relations (4.3) it is now easy to show that \(I_{1}=P_{+} F\), \(I_{2}=P^{2}{ }_{+} F, I_{3}=P_{+}^{6} F\), and \(I_{4}=P_{+}^{9} F\). An example of a basic uniton that we can add to this solution is given by
\[
\begin{equation*}
R=P_{3}+P_{10}+P\left(V_{M}\right) \tag{4.8}
\end{equation*}
\]
where
\[
\begin{equation*}
V_{M}=F a+U_{3} b+P_{+}^{7} F c, \tag{4.9}
\end{equation*}
\]
and where \(a, b\), and \(c\) are holomorphic matrices of maximal rank and \(U_{3}\) is given by \(U_{3}=\left(1-P_{0}-P_{1}-P_{2}-P_{3}\right)\) \(\times\left(\partial^{4}+F, \partial^{5}{ }_{+} F\right)\). It is interesting to note that when we take the limit in which two of the three coefficients \(a, b\), and \(c\) tend to zero, our solution goes over to a Grassmannian solution of the type (3.2). Thus we see that the non-Grassmannian \(\mathrm{U}(N)\) solutions we have computed have the surprising prop-
erty that they interpolate between different Grassmannian solutions.
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The conformally invariant differential geometry of null curves in conformally flat space-times is given, using the six-vector formalism, which has generalizations to higher dimensions. This is then paralleled by a twistor description, with a twofold merit: first, sometimes the description is easier in twistor terms and sometimes in six-vector terms, which leads to a mutual enlightenment of both; and, second, the case of null curves in timelike pseudospheres or \(2+1\) Minkowski space could only be treated twistorially, making use of an invariant differential found by Fubini and Čech [Geometria Proiettiva Differenziale (Zanichelli, Bologna, 1926), Vol. 1; Introduction à la Géométrie Projective Differentielle des Surfaces (Gauthier-Villars, Paris, 1931)]. The result is the expected one: apart from the stated exceptional cases there is a conformally invariant parameter and two conformally invariant curvatures that, when specified in terms of this parameter, serve to characterize the curve up to conformal transformations.

\section*{I. INTRODUCTION}

The local, Poincaré-invariant differential geometry of null curves in flat Minkowski space-time has been given by Bonnor \({ }^{1}\); we shall summarize it below by giving a two-component spinor version of it. According to it, nonstraight null curves are characterized by a Poincaré-invariant parameter and two "curvatures," which, when specified in terms of that parameter, fix the curve up to Poincare transformations. Now the concept of a null curve is a conformally invariant one, so that it is natural to ask for a similar but conformally invariant treatment. The purpose of the present paper is to provide such a treatment. All necessary ingredients are in the literature; it is only necessary to put them together.

The result is that, "in general," a null curve "locally" has a conformally invariant parameter and two "curvatures," which fix the curve up to conformal transformations when specified as functions of that parameter. Here "local" means that the parameter intervals to be considered must not include certain exceptional points, while "in general" means that curves consisting of exceptional points only must receive a separate treatment.

The exceptional types of curves comprise (1) straight null curves ("null lines"), (2) conformal cubic null helices, and (3) curves on timelike hyperspheres. (In complexified space or for signature ++-- , one would have to add curves in totally isotropic two-planes; but we shall essentially stick to the real domain and signature +--- .) For the first two cases there are no invariants and no invariant parameter, because the conformal group acts transitively on the sets (1) and (2), while the subgroup keeping any individual curve of these sets fixed acts multiply transitively locally. For curves of type (3) but other than (2), there is an invariant parameter and just one invariant to conformally characterize the curve.

These were the methods we employed: In part we were able to generalize and adapt the " \(n+2\) vector formalism" of conformally Euclidean geometry \({ }^{2}\) to the "null case" of pseu-do-Euclidean geometry. On the other hand, the twistor correspondence \({ }^{3}\) was also used and was of essential help to us in dealing with the exceptional cases; it enabled us to use results
from textbooks (e.g., Ref. 4) on projective differential geometry. (In order to be brief, we have avoided more detailed geometric interpretations, although some motivations then remain unclear-the interested reader is referred to these textbooks.) The only adaption that had to be made here was to take care of the reality structure peculiar to the signature

\section*{+ - - .}

The plan of the paper is as follows. In Sec. II we summarize the formalism required and fix the notation; we also include a spinor version of Bonnor's theory. In Sec. III, the theory of null curves is developed using the six-vector formalism. In Sec. IV, the twistor correspondence for null curves is described. In Sec. V, a few concluding remarks concerning the relation between the formalism of Sec. II A and the manifestly conformally invariant formalism of the later sections are made. Not all calculations are given in detail, because they involve only elementary linear algebra and differential calculus in one variable.

\section*{II. SUMMARY OF FORMALISM}

\section*{A. Bonnor's theory \({ }^{1}\)}

Consider, in flat Minkowski space \(\mathbf{M}_{4}\) (signature +--- ; scalar product of four-vectors \(x, y, \ldots\) denoted by \(\left.x \cdot y ; x^{2}:=x \cdot x\right)\) a null curve \(x(\lambda)\) parametrized by \(\lambda\). Then \(x^{\prime}:=d x / d \lambda\) by definition satisfies \(x^{\prime 2}=0\), and we will assume \(x^{\prime}\) to be future directed. It follows that \(x^{\prime} \cdot x^{\prime \prime}=0\), so \(x^{\prime \prime}\) has to be spacelike or proportional to \(x^{\prime}\). Excluding the latter case, which has the direction of \(x^{\prime}\) fixed, corresponding to a straight null line, we have, therefore, \(x^{\prime \prime 2}<0\). Now changing the parameter as \(\lambda=\lambda(\hat{\lambda})\) monotonically, one finds
\[
\left(\frac{d^{2} x}{d \hat{\lambda}^{2}}\right)^{2}=\left(\frac{d^{2} x}{d \lambda^{2}}\right)^{2}\left(\frac{d \lambda}{d \hat{\lambda}}\right)^{4}
\]
i.e., \(\left(-\frac{1}{2} x^{\prime 2}(\lambda)\right)^{1 / 4} d \lambda\) is an invariant differential, whose integral can be used as a new, "natural" parameter, intrinsically defined by the curve. We assume that \(\lambda\) has already been chosen to be this parameter (whose "physical" interpretation was given by Synge \({ }^{1}\) ); we therefore have \(x^{\prime \prime 2}=-2\).

The pair \(x^{\prime}, x^{\prime \prime}\) spans a null flag, \({ }^{5}\) and, identifying the Minkowski vector space with the set of Hermitian elements of \(\mathbf{S} \otimes \overline{\mathbf{S}}\), where \(\mathbf{S}\) is complex-two-dimensional spin space and \(\overline{\mathbf{S}}\) is the complex-conjugate space, we can choose a spinor \(\xi(\lambda) \in S\) such that \(x^{\prime}(\lambda)=\xi(\lambda) \otimes \bar{\xi}(\lambda)\) and such that the flag plane is given by \(x^{\prime} \wedge x^{\prime \prime}\). (See, e.g., Ref. 6 for the use of exterior algebra in describing the geometry of subspaces of a vector space.) Only a sign in \(\xi\) remains undetermined. Differentiating, we obtain \(x^{\prime \prime}=\xi^{\prime} \otimes \bar{\xi}+\xi \otimes \bar{\xi}\). We may then use \(\xi\) together with \(\xi^{\prime}\) as a basis for S (otherwise \(\xi^{\prime} \propto \xi \Rightarrow x^{\prime \prime}\) \(\propto x^{\prime}\), which was excluded before) and, in fact, as a spin frame in the sense that \(\varepsilon\left(\xi, \xi^{\prime}\right)=1\), where \(\epsilon\) is the spin "metric": this is consistent with \(x^{\prime \prime 2}=-2\). Differentiating again, we find \(\varepsilon\left(\xi, \xi^{\prime \prime}\right)=0\), so there is a complex-valued function \(I\) such that \(\xi^{\prime \prime}=I \xi\). This corresponds to Frenet's formulas, and \(\operatorname{Re} I\) and \(\operatorname{Im} I\), considered as functions of the natural parameter \(\lambda\), will fix the curve up to Poincaré transformations. They are the invariant curvatures of the curve and determine the infinitesimal null rotation that ( \(\xi, \xi^{\prime}\) ) undergoes when one proceeds from a point on the curve to its infinitesimal neighbor. The significance of the invariant condition \(\operatorname{Im} I=0\) is easy to state: defining \(m:=\xi \otimes \bar{\xi}^{\prime}\), we find \((m-\bar{m})^{\prime}=(\bar{I}-I) x^{\prime}\) and \(i(m-\bar{m}) \cdot x^{\prime}=0\); thus the condition \(\operatorname{Im} I=0\) implies that \(i(m-\bar{m})\) is a constant real vector and \(x(\lambda)\) belongs to the fixed timelike hyperplane \(i(m-\bar{m}) \cdot x=\) const. The subcase \(I=0\) will also be of interest later. Here we have \(\xi(\lambda)=\xi_{0}+\xi_{0}^{\prime} \lambda\) and therefore
\[
x(\lambda)=x_{0}+x_{0}^{\prime} \lambda+\left(x_{0}^{\prime \prime} / 2\right) \lambda^{2}+\left(x_{0}^{\prime \prime \prime} / 6\right) \lambda^{3}
\]
which we shall refer to as the cubic null helix. It is the trajectory of the Killing field
\[
\left(\frac{1}{2} x_{0}^{\prime \prime \prime} \cdot\left(x-x_{0}\right)\right) x^{\prime \prime}-\left(x_{0}^{\prime \prime} \cdot\left(x-x_{0}\right)\right)_{2}^{1} x_{0}^{\prime \prime \prime}+x_{0}^{\prime}
\]
passing through \(x_{0}\), and \(\lambda\) is the canonical group parameter along the flow of this field which consists of simultaneous infinitesimal null rotations and null translations. We shall see later that this curve admits a larger group of conformal transformations.

\section*{B. Six-vector formalism}

This formalism is used to describe conformally compactified Minkowski space. One considers a real six-dimensional vector space \(\mathbf{V}_{6}\) (which we propose to call "sixtor space") together with a nonsingular symmetric bilinear form \(X \cdot Y\) of signature \(+--\quad+-\) on it, or rather the corresponding five-dimensional projective space \(P\left(\mathbf{V}_{6}\right)=: \mathbf{P}_{5}\) whose points are the one-dimensional subspaces \(R X\) of \(V_{6}\), together with the quadric \(\mathrm{Q}_{4}\) given by \(X^{2}:=X \cdot X=0\). Singling out two points on \(\mathbf{Q}_{4}\) as representing infinity and the origin, Minkowski space can be imbedded into \(\mathbf{Q}_{4}\) (conformally compactified Minkowski space) according to
\[
x \rightarrow \mathbf{R} X=\mathbf{R}\left(x,\left(1-x^{2}\right) / 2,\left(1+x^{2}\right) / 2\right)
\]
the scalar square being
\[
X^{2}:=x^{2}+\left(\left(1-x^{2}\right) / 2\right)^{2}-\left(\left(1+x^{2}\right) / 2\right)^{2}
\]

From this, an interpretation of the points in \(P_{5}\) not on \(\mathbf{Q}_{4}\) can also be given: for \(H \in \mathbf{V}_{6}\), consider all \(X \in \mathbf{V}_{6}\) satisfying \(H \cdot X=0\); those points of this hyperplane that belong to the imbedded Minkowski space form a (pseudo) hypersphere
there if \(H^{2} \neq 0\). A conformally invariant concept of central importance in the sequel are the null lines (light rays) in \(\mathbf{M}_{4}\). Their description in the \(\mathbf{V}_{6}\) formalism is given by two-dimensional subspaces of \(\mathbf{V}_{6}\) that are totally isotropic, i.e., all its vectors \(X\) have \(X^{2}=0\); projectively this means that null lines are given by lines of \(\mathbf{P}_{5}\) that are entirely contained in \(\mathbf{Q}_{4}\). (There are no higher-dimensional totally isotropic subspaces in the real \(\mathbf{V}_{6}\).) For more geometrical details see Ref. 3.

We shall also employ a normalized determinant function \(\widetilde{E}\) on \(V_{6}\), i.e., one whose value is \(\pm 1\) on any orthonormal basis. It can be used in the standard manner to define the Hodge \(*\) operator in the exterior algebra \(\Lambda \mathbf{V}_{6}\) over \(\mathbf{V}_{6}\).

\section*{C. Twistor formalism}

While the six-vector formalism can be immediately generalized to arbitrary dimensions and signatures, the twistor formalism is specifically tied to conformally flat four-spaces, the various signatures being related to rather different objects in twistor space. In addition to Ref. 3, we will rely here on Ref. 7. The basic ingredient is a complex four-dimensional vector space \(\mathbf{T}\) (twistor space) together with a determinant function \(\tilde{e} \in \Lambda^{4} \tilde{T}\) (where \(\tilde{\mathbf{T}}\) is the dual space of \(\mathbf{T}\) ). Now \(\tilde{e}\) and its dual \(e \in \Lambda^{4} \mathbf{T}\) (called \(\omega\) in Ref. 7) serve to define the dualization maps \(\Lambda^{p} \mathbf{T} \rightarrow \Lambda^{4-p} \tilde{\mathbf{T}}, \Lambda^{p} \tilde{\mathbf{T}} \rightarrow \Lambda^{4-p} \mathbf{T}\) in the usual manner; they will be indicated by . (resp. *). The slight differences among various conventions involved in these definitions will be rather unimportant here since we are interested in most quantities only up to a nonvanishing factor. Namely, what matters here is the complex projective space \(P(T)\) and its relation to conformal geometry. The basic step is to form \(\Lambda^{2} \mathbf{T}\), a complex six-dimensional vector space which already comes with a nondegenerate symmetric bilinear form given by \(F \cdot G:=\langle. F \mid G\rangle\), where \(F, G \in \Lambda^{2} T\) and \(\langle\cdot \mid \cdot\rangle\) means the scalar product between the dual spaces \(\Lambda^{2} \mathbf{T}\) and \(\Lambda^{2} \tilde{\mathbf{T}}\). The Plücker condition \(F^{2}:=F \cdot F=0\) is known to be necessary and sufficient for the bivector \(F\) to be simple (or decomposable), i.e., of the form \(t_{1} \wedge t_{2}\), where \(t_{1}, t_{2} \in T\) are not unique-rather, the subspace \(\left\langle t_{1}, t_{2}\right\rangle\) spanned by them determines and is determined by the set of scalar multiples of \(F\). Geometrically, the point \(\mathbf{C} F \in P\left(\wedge^{2} \mathbf{T}\right)\) then represents the straight line in \(P(\mathbf{T})\) joining \(C t_{1}\) and \(C t_{2}\). If \(G\) is simple as well, \(F \cdot G=0\) means that the corresponding lines meet at a point. The idea is now to identify the real vector space \(V_{6}\) from Sec. II B with a suitable "real part" of \(\Lambda^{2} \mathbf{T}\) such that the restriction of \(F \cdot G\) to it yields a real-valued, nondegenerate form of the signature required. We now sketch the procedure for all signatures.

As one way to proceed, one could think of actually taking \(\mathbf{T}\) as a real vector space and \(\tilde{e}\) as real-valued; then \(\Lambda^{2} \mathbf{T}\) is real. However, \(F \rightarrow F \cdot F=: F^{2}\) turns out to have signature +++--- . So the idea to identify "reality" already on the level of \(\mathbf{T}\) itself fails for the other signatures.

A slight modification of this approach comes to mind next. The same thing as taking \(T\) to be real is to single out a real part of a complex \(\mathbf{T}\) by taking its elements that are invariant under an "anti-involution of the first kind," i.e., an antilinear map \(\mathscr{C}: \mathbf{T} \rightarrow \mathbf{T}\) satisfying \(\mathscr{C}^{2}=\mathrm{id}_{\mathbf{T}}\). Then the exterior square \(\mathscr{C} \wedge \mathscr{C}\) is an antiinvolution of the first kind on \(\Lambda^{2} T\)
that can be used to define a real part there. The modification now consists of taking instead of \(\mathscr{C}\) an anti-involution \(\mathscr{T}\) of the second kind: \(\mathscr{T}^{2}=-\mathrm{id}_{\mathrm{T}}\) (a "quaternionic structure" on T—see Ref 8). Then again \(\mathscr{T} \wedge \mathscr{T}\) is an anti-involution of the first kind on \(\Lambda^{2} T\), whose invariant elements form a real six-dimensional vector space. By choosing ez suitably in relation to \(\mathscr{T}, F \cdot G\) is real on these real elements; however, this time the signature of \(F \rightarrow F^{2}\) turns out to be \(\pm(+++++-)\), as would be appropriate for the conformal geometry of Euclidean four-space. (This is why quaternions occur in the solution of the Euclidean instanton problem. \({ }^{9}\)

The remaining signatures are obtained by considering an antilinear map \(h: \mathbf{T} \rightarrow \tilde{\mathbf{T}}\); coupling its exterior square with the dualization * again leads to an antilinear map \(\Lambda^{2} \mathbf{T} \rightarrow \Lambda^{2} \mathbf{T}\). This will be involutive (i.e., have square \(=\mathrm{mul}-\) tiple of identity) if \(h\) is Hermitian, i.e., if the corresponding sesquilinear form \(\left(t_{1} \mid t_{2}\right):=\left\langle h\left(t_{1}\right) \mid t_{2}\right\rangle\) is Hermitian; and it is of the first (second) kind only if \((\cdot \mid \cdot)\) contains an even (odd) number of minuses in its signature. Now already for reasons of compactness of the invariance groups involved, the definite Hermitian case corresponds to signature \(\pm(++++++)\) on the corresponding real part of \(\Lambda^{2} \mathrm{~T}\); but this signature does not occur in the six-vector formalism, where there is at least one minus sign.

The remaining possibility, a Hermitian form of signature ++-- , is at the basis of the twistor formalism for real conformally flat space-time. As described in detail in Ref. 7, the anti-involution squares to identity iff the Hermitian form and the determinant function on \(\mathbf{T}\) are suitably normalized relative to each other. Elements invariant under the anti-involution are called "self-adjoint" in Ref. 7, but we will call the corresponding points in projective space "real points." [Strictly speaking, if we now identify \(\mathbf{V}_{6}\) of Sec. II B with this real part of \(\Lambda^{2} T\), then the real projective space \(P\left(\mathbf{V}_{6}\right)=\left\{\mathbf{R} v \mid v \in \mathbf{V}_{6}\right\}\) can be injected into the complex projective space \(P\left(\Lambda^{2} \mathbf{T}\right)\) by assigning \(\mathbf{R} v \rightarrow \mathbf{C} v\).

We have already noted that points \(\mathbf{C F} \in P\left(\Lambda^{2} \mathbf{T}\right)\) with \(F^{2}=0\) correspond to lines in \(P(\mathbf{T})\). We now add that to real points \(\mathbf{R} F \in \mathbf{Q}_{4}\) there correspond lines of \(P(\mathbf{T})\) that are completely contained in the "twistor null surface" \(P \mathbf{N}\) given by ( \(t \mid t)=0\); i.e., if \(F\) is simple and real, then \(F=t_{1} \wedge t_{2}\) where \(\left(t_{1} \mid t_{1}\right)=\left(t_{1} \mid t_{2}\right)=\left(t_{2} \mid t_{2}\right)=0\) and hence \((t \mid t)=0\) for all \(t\) from the subspace \(\left\langle t_{1}, t_{2}\right\rangle_{\mathbf{C}}\), which is then said to be totally isotropic. This follows by contracting the reality condition \(h^{\wedge}{ }^{2} F={ }_{*} F\) or \(h\left(t_{1}\right) \wedge h\left(t_{2}\right)={ }_{*}\left(t_{1} \wedge t_{2}\right)\) with \(t_{1}\) and \(t_{2}\), which are linearly independent. Conversely, if \(t_{1}\) and \(t_{2}\) span a totally isotropic two-space of \(\mathbf{T}\), then a suitable complex multiple of \(t_{1} \wedge t_{2}\) will satisfy the reality condition. \({ }^{7}\)

This concludes our preparations.

\section*{III. NULL CURVES IN THE SIX-VECTOR FORMALISM}

\section*{A. The conformal arc}

A null curve in \(\mathbf{M}_{4}\) has, be definition, null lines as its tangents. In the \(P_{5}\) picture, we have a curve on \(\mathbf{Q}_{4}\) whose tangents, in the \(\mathbf{P}_{5}\) sense, are contained in \(\mathbf{Q}_{4}\). Thus if \(X(\lambda)\) is a parametric description of the curve, the tangent is spanned by \(X(\lambda)\) and \(X^{\prime}(\lambda)\) and wemust have \(X^{2}=X \cdot X^{\prime}=X^{\prime 2}=0\); in the real domain we must have \(X^{\prime 2}<0\), however, if we
exclude null straight lines from the class of curves to be considered.

It would now be tempting to fix the parameter just as in Sec. II A, but one has to remember that, in the six-formalism, there is the additional freedom of a \(\lambda\)-dependent scale factor \(X(\lambda) \rightarrow f(\lambda) X(\lambda)\) that could spoil the parameter choice. Rather, we fix the scale by considering the quantity \(\hat{X}\) \(:=\left(-\frac{1}{2} X^{\prime \prime}\right)^{-1 / 2} X\), which is independent of the original scale and has \(\hat{X}^{\prime \prime 2}=-2\), and look for another possibility to fix the parameter invariantly. We assume that the scale has been chosen relative to the parameter \(\lambda\) in the manner just described, but we omit the hat on \(X\). If we go over to another parameter \(\hat{\lambda}\), we must rescale \(X(\lambda(\hat{\lambda}))\) as
\[
\hat{X}(\hat{\lambda}):=X(\lambda(\hat{\lambda}))\left(\frac{d \lambda}{d \hat{\lambda}}\right)^{-2}
\]
in order that
\[
\left(\frac{d^{2} \hat{X}}{d \hat{\lambda}^{2}}\right)^{2}=-2
\]
we say that \(X\) has parameter weight -2 . From this it follows that \(X \wedge X^{\prime}, X \wedge X^{\prime} \wedge X^{\prime \prime}, \ldots\) have definite weights [namely, \(-2+(-1)=-3,-2+(-1)+0\) \(=-3, \ldots]\); in particular, the Wronskian \(E\left(X, X^{\prime}, X^{\prime \prime}, X^{\prime \prime \prime}\right.\), \(X^{\mathrm{v}}, X^{\mathrm{v}}\) ) has weight 3 , so that
\[
\left|\tilde{E}\left(X, \ldots, X^{V}\right)\right|^{1 / 3} d \lambda=: d \sigma
\]
is an invariant differential, while sign \(\hat{E}\left(X, \ldots, X^{\mathrm{v}}\right)\) is invariant under parameter changes where \(d \lambda / d \hat{\lambda}>0\). (We are restricting here to the connected component of the conformal group.)

There are now two cases: (1) If \(d \sigma \neq 0\), we can use its integral \(\sigma\) as a new, conformally invariant parameter, defined up to an additive constant. It is called the conformal arc and can be used on open segments of the curve without zeros of \(d \sigma\). (2) If \(d \sigma=0, X, X^{\prime}, \ldots, X^{V}\) are linearly dependent, and we have to turn to the products mentioned above whose vanishing or nonvanishing has invariant meaning. Now generally \(\left(X \wedge X^{\prime} \wedge \cdots \wedge X^{(p)}=0\right.\) but \(X \wedge \cdots \wedge X^{(p-1)} \neq 0\) on some open segment \() \Leftrightarrow\left(X \wedge X^{\prime} \wedge \cdots \wedge X^{(p-1)}\right)^{\prime} \propto\) \(X \wedge \cdots \wedge X^{(p-1)}\), i.e., the ( \(p-1\) )-plane spanned by \(\mathbf{R} X, \ldots\), \(\mathbf{R} X^{(p-1)}\) in \(\mathbf{P}_{5}\) does not change with \(\lambda\) and contains the segment. Then \(p=1\) means degeneration of the curve to a point, \(p=2\) corresponds to a null line, which we have already excluded; \(p=3\) does not allow anything new in the real case: this two-plane in \(\mathbf{P}_{5}\) intersects \(\mathbf{Q}_{4}\) at a quadric curve that degenerates into a null line (from \(X^{2}=X^{\prime 2}=0 \mathrm{it}\) follows that \(X \cdot X^{\prime}=X^{\prime} \cdot X^{\prime \prime}=X \cdot X^{\prime \prime}=0\), so for any \(Y=a X_{0}+b X_{o}^{\prime}+c X_{0}^{\prime \prime}\) we get \(Y^{2}=-2 c^{2}\), so that \(c=0\) for \(Y \in \mathbf{Q}_{4}\) ). A similar thing happens for \(p=4\) : the threeplane in \(\mathbf{P}_{5}\) intersects \(\mathbf{Q}_{4}\) at a quadric two-surface that is (since \(X^{\prime \prime 2} \neq 0\) but \(X: X^{\prime \prime \prime}=0\) in addition to the vanishing scalar products above) a two-dimensional null cone; there are obviously no null curves on it other than its generating null lines. Thus we see that in the real case of signature \(\pm(+---+-)\) only \(p=5\) remains, where the curve is contained in a hyperplane of \(\mathbf{P}_{5}\); its intersection with \(\mathbf{Q}_{4}\) represents a (pseudo) hypersphere in \(\mathbf{M}_{4}\) as we have already mentioned. [One has only to note that its normal
\(H:=*\left(X \wedge X^{\prime} \wedge \cdots \wedge X^{\mathrm{IV}}\right)\) has \(H^{2}=\) the Gram determinant of \(X, \ldots, X^{\mathrm{IV}}=\left(X^{\prime \prime 2}\right)^{5} \neq 0\) (see Table I).]

Now a hypersphere in \(\mathbf{M}_{4}\) containing real nonstraight null curves is conformally the same thing as a timelike hyperplane or Minkowskian three-space \(\mathbf{M}_{3}\). What the \(\mathbf{V}_{6}\) formalism is to \(\mathbf{M}_{4}\), a \(\mathbf{V}_{5}\) formalism is to \(\mathbf{M}_{3}\) (the projective version of \(\mathbf{V}_{5} \subset \mathbf{V}_{6}\) is the hyperplane in \(\mathbf{P}_{5}\) just mentioned). Hence we can generalize the considerations above to \(\mathbf{M}_{n}\), using a \(\mathbf{V}_{N}=\mathbf{V}_{n+2}\) formalism, and then specialize to \(n=\) \(3, N=5\). The trouble, however, is that, in \(\mathbf{V}_{N}\), \(\tilde{E}\left(X, X^{\prime}, \ldots, X^{(N-1)}\right.\) has weight \(3+4+\ldots+N-3=\) ( \(N / 2\) ) \((N-5)\), so that the construction of the invariant parameter \(\sigma\) does not work in the case \(N=5(n=3)\) only! Thus the analysis of null curves in \(\mathbf{M}_{n}[n \geqslant 4\), signature \(\pm(+-\cdots-)]\) can be carried out in complete analogy to \(n=4\), and we still need to know how to continue with \(n\) \(=3\).

It is at this point where the twistor formalism can carry us further. Of course, it would have been possible to take the result from there, translate it back into the \(\mathbf{V}_{6}\) formalism, and present it as a direct insight; but that would not be fair. So we admit the lack of direct insight and present the twistor approach in Sec. IV. It will provide us with an invariant parameter even in the \(n=3\) case, except for the conformal cubic null helices that are, by definition, all conformally equivalent to the one described in Sec. II A. One can therefore proceed essentially as with the parameter \(\sigma\).

\section*{B. The conformal curvatures}

Assume we can use \(\sigma\). Then \(X, \ldots, X^{V}\) are linearly independent and can be used as a basis in \(\mathbf{V}_{6}\). Hence we may expand \(X^{V I}\) in terms of them. The expansion coefficients, expressible in terms of scalar products, are conformal invariants, if \(\sigma\) is used as a parameter. By differentiation, we get similar expansions for \(X^{(p)}, p \geqslant 6\). To find a list of independent invariants, we first complete a table of scalar products \(X^{(p)} \cdot X^{(q)}\), putting \(X^{m 2}=: 2 K,\left(X^{\text {IV }}\right)^{2}=: 2 J,\left(X^{V}\right)^{2}=: L\). Differentiating these equations of definition and also the relations \(X^{2}=X^{\prime 2}=0, X^{\prime \prime 2}=-2\), we find the results in Table I. As the fundamental invariants we can take \(K, J\); all others are expressible in terms of them. For \(L\) this is so because we not only have \(X^{\prime \prime}=-2\) by our choice of scaling but also \(\tilde{E}\left(X, \ldots, X^{V}\right)=1\) by choosing \(\lambda= \pm \sigma\) as a parameter. This entails \(1=\left[\tilde{E}\left(X, \ldots, X^{V}\right)\right]^{2}=\operatorname{det}(\) Table I\()\), but we have
\[
\begin{aligned}
\frac{1}{16} \operatorname{det}(\text { Table I })= & -2 L-9 K^{\prime 2}+4 K \\
& \times\left(K^{\prime \prime}-K^{2}-2 J\right)
\end{aligned}
\]
and thus we find \(L\) in terms of \(K\) and \(J\) and their derivatives.
TABLE I. The scalar products \(X^{(p)} \cdot X^{(q)}\).
\begin{tabular}{ccccccc}
\hline \hline\(q / p\) & 0 & 1 & 2 & 3 & 4 & 5 \\
\hline 0 & 0 & 0 & 0 & 0 & -2 & 0 \\
1 & 0 & 0 & 0 & 2 & 0 & \(2 K\) \\
2 & 0 & 0 & -2 & 0 & \(-2 K\) & \(-3 K^{\prime}\) \\
3 & 0 & 2 & 0 & \(2 K\) & \(K^{\prime}\) & \(K^{\prime \prime}-2 J\) \\
4 & -2 & 0 & \(-2 K\) & \(K^{\prime}\) & \(2 J\) & \(J^{\prime}\) \\
5 & 0 & \(2 K\) & \(-3 K^{\prime}\) & \(K^{\prime \prime}-2 J\) & \(J^{\prime}\) & \(L\) \\
\hline \hline
\end{tabular}
(Also in the case \(d \sigma=0\) [where det (Table I) \(=0\) ], \(L\) is expressible in terms of \(K\) and \(J\), but the choice of fundamental invariants runs differently, as we shall see in Sec. IV.)

On differentiating the last column of Table I, we obtain the scalar products \(X^{(p)} \cdot X^{\mathrm{VI}}\) and from them the coefficients in the expansion of \(X^{\mathrm{VI}}\) in terms of \(X, \ldots, X^{\mathrm{v}}\). [Actually, from \(\tilde{E}\left(X, \ldots, X^{\mathrm{v}}\right)=1\) or 0 , it follows that \(\tilde{E}\left(X, \ldots, X^{\mathrm{IV}}\right.\), \(\left.X^{\mathrm{VI}}\right)=0\) so that the expansion coefficient in front of \(X^{\mathrm{v}}\) vanishes.] If \(K(\sigma)\) and \(J(\sigma)\) are given functions of \(\sigma\), the expansion of \(X^{\mathrm{VI}}\) gives a system of differential equations for \(X\) that can be solved and determines the curve uniquely up to conformal transformations.

From this it follows, for example, that a \(d \sigma \neq 0\) curve that admits a one-parameter group of conformal transformations has \(K=\) const, \(J=\) const, and conversely.

For geometrical purposes it would be more appropriate to use other bases than the ones given by \(X, X^{\prime}, \ldots, X^{V}\), but we do not go into this here.

\section*{IV. NULL CURVES IN THE TWISTOR FORMALISM}

\section*{A. Generalities}

A curve in \(\mathbf{M}_{4}\) or \(\mathbf{Q}_{4}\) corresponds, in the twistor picture, to a family of straight lines in \(P \mathbf{N} \subset P(\mathbf{T})\) parametrized by one real parameter \(\lambda\). If the curve is null, (infinitesimally) consecutive points have null separation; hence consecutive lines of the family intersect. These points \(\mathbf{C} t(\lambda)\) [where \(t(\lambda) \in \mathbf{T}]\) of intersection will, in general, form a curve in \(P(T)\). By this term we mean a one real parameter set in \(P(\mathbf{T})\), formerly sometimes called a "thread", \({ }^{10}\) in contradiction to a (locally) holomorphic curve which is a one-complex parameter \(=\) two-real parameter submanifold of \(P(\mathbf{T})\). Of course, if there exists a real analytic parametrization of the thread, we can imagine a local complex thickening by analytic continuation to complex values of the parameter. We shall apply the latter point of view in one case only, however: to the straight lines of \(P(\mathbf{T})\) that appear, in particular, as tangents of our "threads." As a result of the lack of a concept of real points in \(P(T)\), the only meaningful concept of a line tangent to the curve \(\{\mathbf{C} t(\lambda)\}\) in \(P(\mathbf{T})\) is the complex line joining \(\mathbf{C} t(\lambda)\) and \(\mathbf{C} d t(\lambda) / d \lambda\), formally described by \(\mathbf{C} t \wedge t^{\prime}\).

It is intuitively clear that the tangents of the curve obtained in \(P(\mathbf{T})\) are just the lines of the family we started with, and since they are to be contained in \(P \mathbf{N}\), our curve must also be contained in \(P \mathbf{N}\); i.e., we must have \((t \mid t)=0,\left(t \mid t^{\prime}\right)=0\), \(\left(t^{\prime} \mid t^{\prime}\right)=0\).

More formally, if we start from a curve \(\mathbf{C t}(\lambda)\) in \(P(\mathbf{T})\), we can form its tangents \(\mathrm{C} X, X:=t \wedge t^{\prime}\), which form a curve on \(\mathbf{Q}_{4}^{c} \subset P\left(\Lambda^{2} \mathbf{T}\right)\), where \(\mathbf{Q}_{4}^{c}\) is the complexification of the \(\mathbf{Q}_{4}\) introduced earlier. We then have \(X^{\prime}=t \wedge t^{\prime \prime}\), so \(X^{2}=X \cdot X^{\prime}=X^{2}=0\), showing that \(\mathbf{C} X(\lambda)\) is a null curve. This description of null curves has been known for some time. The author has encountered it on a very different occasion, \({ }^{11}\) and it was studied more directly by Shaw. \({ }^{12}\) If, in addition, \((t \mid t)=\left(t \mid t^{\prime}\right)=\left(t^{\prime} \mid t^{\prime}\right)=0\), the null curve will be real in our sense. Conversely, starting from a null curve \(\mathbf{C X}(\lambda)\), from \(X^{2}=X \cdot X^{\prime}=X^{\prime 2}=0\) we conclude that \(X, X^{\prime}\) are representable as \(X=t \wedge u, X^{\prime}=t \wedge v\), where \(t\) corresponds to the point of intersection of the lines corresponding
to \(X\) and \(X^{\prime}\) and which do intersect. Thus \(0=t \wedge X^{\prime}\) \(=t \wedge\left(t^{\prime} \wedge u+t \wedge u^{\prime}\right)=t \wedge t^{\prime} \wedge u\). If \(t\) and \(t^{\prime}\) are linearly independent in the parameter interval considered, \(\{\mathbf{C} t(\lambda)\}\) will be a curve, and since now \(u \in\left\langle t, t^{\prime}\right\rangle\), we have \(X \propto t \wedge t^{\prime}\) ( \(u \propto t\) is excluded by \(X \neq 0\) ), showing that \(\mathbf{C} X(\lambda)\) are the tangents of that curve. The remaining case \(t^{\prime} \propto t\), where \(\mathbf{C t}(\lambda)\) is one single point and the lines \(\mathbf{C X}(\lambda)\) form a cone through it, can be excluded if we are to describe a real null curve other than a straight line on \(\mathbf{Q}_{4}\). This is because then
 \((t \mid u)=(u \mid u)=0\), but the lines on \(P \mathbf{N}\) through a fixed point \(\mathbf{C} t\), contained in the plane \((t \mid u)=0\), correspond to the points of a real null line on \(\mathbf{Q}_{4}\) only (see Ref. 3). (If we were to consider \(\mathbf{M}_{4}\) with signature ++-- or complexified \(\mathbf{M}_{4}\), these cones would be relevant and would correspond to curves in totally null two-planes of \(\mathbf{M}_{4}\) or \(\mathbf{Q}_{4}\).)

Similarly, we may exclude planar curves in \(P(\mathbf{T})\) : since their tangents would have to belong to \(P \mathbf{N}\), the whole plane containing the curve would have to belong to \(P \mathbf{N}\), which is impossible on dimensional grounds. (Again, for signature \(+\quad+--\) or complexified \(\mathbf{M}_{4}\), planar curves would be relevant, representing curves in totally null two-planes of the second type in \(\mathbf{M}_{4}\) or \(\mathbf{Q}_{4}\).)

The net result of the preceding discussion now is that, from the twistor point of view, the geometry of real, nonstraight null curves has been translated to the geometry of twisted (i.e., nonplanar) curves in \(P \mathbf{N} \subset P(\mathbf{T})\). Here we are in the lucky position of being able to copy the theory to a large extent from existing work on projective differential geometry \({ }^{4}\); we only have to add the restriction that the curve and its tangents belong to \(P \mathbf{N}\). The essence of this theory, perhaps not in its most elegant form (which would be useful to read off more geometrical details), is as follows.

\section*{B. Invariant parameters and differential invariants}

Let \(\{\mathbf{C} t(\lambda)\} \subset P(\mathbf{T})\) be a twisted curve. The condition for this is, in analogy to what has been said in Sec. III A, that \(t \wedge t^{\prime} \wedge t^{\prime \prime} \wedge t^{\prime \prime \prime} \neq 0\) or
\[
\tilde{e}\left(t, t^{\prime}, t^{\prime \prime}, t^{\prime \prime \prime}\right) \equiv *\left(t \wedge t^{\prime} \wedge t^{\prime \prime} \wedge t^{\prime \prime \prime}\right) \neq 0
\]
[Note, however, that here we are working in the algebra \(\Lambda T\) whereas there the relevant algebra was \(\Lambda \mathbf{V}_{6}\). Some confusion might arise now because here we consider \(V_{6}\) as a subset of \(\Lambda^{2} \mathbf{T} \subset \Lambda \mathbf{T}\), and we have tried to avoid confusion between \(\Lambda\left(\Lambda^{2} \mathbf{T}\right)\) and \(\Lambda \mathbf{T}\) by using the symbols \(\Lambda\) and \(\Lambda\) for multiplication in the former and the latter, respectively. Thus, for \(F, G \in \Lambda^{2} \mathbf{T}\), we have \(F \wedge G=-G \wedge F\) while \(F \wedge G=\) \(G \wedge F!]\) This enables us to use \(t, t^{\prime}, t^{\prime}, t^{\prime \prime \prime}\) as a basis in T, and also to fix the freedom of complex scale factors, \(t(\lambda) \rightarrow f(\lambda) t(\lambda)\), by requiring
\[
\tilde{e}\left(t, t^{\prime}, t^{\prime \prime}, t^{\prime \prime \prime}\right)=-1
\]
(The minus sign is introduced to cope with the reality condition and signature employed.) This can be achieved by taking
\[
\hat{t}(\lambda):=\left(-\tilde{e}\left(t, \ldots, t^{\prime \prime \prime}\right)\right)^{-1 / 4} t(\lambda)
\]
instead of \(t(\lambda)\); the result is independent of the original scaling, and we will omit the hat from now on, understanding that this step has been done. (Geometrically, this gives no
restriction if we consider the connected component of the conformal and projective group only.) Similarly to Sec. III A, we must take care of this normalization when a change in parametrization is made: we must rescale \(t(\lambda(\hat{\lambda}))\) as
\[
\hat{t}(\hat{\lambda}):=t(\lambda(\hat{\lambda}))\left(\frac{d \lambda}{d \hat{\lambda}}\right)^{-3 / 2}
\]
in order that
\[
\tilde{e}\left(\tilde{t}, \ldots, d^{3} \hat{t} / d \hat{\lambda}^{3}\right)=-1
\]
i.e., \(t\) has parameter weight \(-\frac{3}{2}\). From this it follows that \(t \wedge t^{\prime}\) and \(t \wedge t^{\prime} \wedge t^{\prime \prime}\) have definite weights [namely, \(\left.-\frac{3}{2}+\left(-\frac{1}{2}\right)=-2,\left(-\frac{3}{2}\right)+\left(-\frac{1}{2}\right)+\frac{1}{2}=-\frac{3}{2}\right]\), corresponding to the fact that they have geometrical meaning: \(\mathbf{C} t \wedge t^{\prime}\) describes the tangent, while \(\mathrm{C} t \wedge t^{\prime} \wedge t^{\prime \prime}\) describes the osculating plane at \(\mathbf{C} t\). However, \(t \wedge t^{\prime} \wedge t^{\prime \prime} \wedge t^{\prime \prime \prime}\) will have weight 0 due to our normalization; its dual cannot be used to find an invariant parameter as in Sec. III A.

We now proceed as in Sec. III B: we expand \(t^{\mathrm{IV}}\) in terms of the basis \(t, t^{\prime}, t^{\prime}, t^{\prime \prime \prime}\) as
\[
t^{\mathrm{IV}}=\alpha t+\beta t^{\prime}+\gamma t^{\prime \prime}+\delta t^{\prime \prime \prime}
\]

Differentiating \(\tilde{e}\left(t, \ldots, t^{\prime \prime \prime}\right)=-1\), it follows that \(\tilde{e}\left(t, t^{\prime}, t^{\prime \prime \prime}\right.\) IV \()\) \(=0\) so that \(\delta=0\). Similarly, the reparametrized \(\hat{t}(\hat{\lambda})\) will give an expansion of \(d^{4} t / d \hat{\lambda}^{4}\) with coefficients \(\hat{\alpha}, \hat{\beta}\), and \(\hat{\gamma}\), whose relation to \(\alpha, \beta\), and \(\gamma\) can be calculated in a straightforward manner. After some computation one obtains
\[
\begin{aligned}
\hat{\gamma}= & \gamma\left(\frac{d \lambda}{d \hat{\lambda}}\right)^{2}-5 \mathscr{S}(\lambda \mid \hat{\lambda}), \\
\hat{\beta}= & \beta\left(\frac{d \lambda}{d \hat{\lambda}}\right)^{3}+2 \gamma \frac{d \lambda}{d \hat{\lambda}} \cdot \frac{d^{2} \lambda}{d \hat{\lambda}^{2}}-5 \frac{d}{d \hat{\lambda}} \mathscr{S}, \\
\hat{\alpha}= & \alpha\left(\frac{d \lambda}{d \hat{\lambda}}\right)^{4}+\frac{3}{2} \beta\left(\frac{d \lambda}{d \hat{\lambda}}\right)^{2} \frac{d^{2} \lambda}{d \hat{\lambda}^{2}} \\
& +\frac{3}{4} \gamma\left(\frac{d \lambda}{d \hat{\lambda}} \frac{d^{3} \lambda}{d \hat{\lambda}^{3}}-2\left(\frac{d^{2} \lambda}{d \hat{\lambda}^{2}}\right)^{2}\right) \\
& -\frac{3}{2} \frac{d^{2}}{d \hat{\lambda}^{2}} \mathscr{S}-\frac{9}{4} \mathscr{S}^{2},
\end{aligned}
\]
where
\[
\mathscr{S}(\lambda \mid \hat{\lambda}):=\frac{d^{3} \lambda / d \lambda^{3}}{d \lambda / d \hat{\lambda}}-\frac{3}{2}\left(\frac{d^{2} \lambda / d \hat{\lambda}^{2}}{d \lambda / d \hat{\lambda}}\right)^{2}
\]
is the well-known Schwarzian derivative.
It is convenient to rewrite the results for \(\hat{\beta}\) and \(\hat{\alpha}\) in the following manner:
\(\hat{\beta}-\frac{d \hat{\gamma}}{d \hat{\lambda}} \equiv\left(\beta-\frac{d \gamma}{d \lambda}\right)\left(\frac{d \lambda}{d \hat{\lambda}}\right)^{3}\),
\[
\begin{aligned}
\hat{\alpha}- & \frac{1}{2} \frac{d}{d \hat{\lambda}}\left(\hat{\beta}-\frac{d \hat{\gamma}}{d \hat{\lambda}}\right)-\frac{3}{10} \frac{d^{2} \hat{\gamma}}{d \hat{\lambda}^{2}}+\frac{9}{100} \hat{\gamma}^{2} \\
\equiv & \left(\alpha-\frac{1}{2} \frac{d}{d \lambda}\left(\beta-\frac{d \gamma}{d \lambda}\right)-\frac{3}{10} \frac{d^{2} \gamma}{d \lambda^{2}}\right. \\
& \left.+\frac{9}{100} \gamma^{2}\right)\left(\frac{d \lambda}{d \hat{\lambda}}\right)^{4} .
\end{aligned}
\]

This gives us two quantities of definite parameter weights (3 and 4). More accurately, if we consider a curve in the sense we are using it (a "thread"), then it follows that \(\operatorname{Im} \gamma\)
\(=\operatorname{Im} \gamma(d \lambda / d \hat{\lambda})^{2}\), so that \(\operatorname{Im} \gamma\) is a further quantity of definite weight \((=2)\). This further weighted quantity is absent if we consider real \(P(\mathbf{T})\) or local holomorphic curves in complex \(P(\mathbf{T})\), since then in the first case \(\gamma\) is real and in the second \(\lambda(\hat{\lambda})\) is complex-valued. However, it will turn out that for curves with all tangents on \(P \mathbf{N}, \operatorname{Im} \gamma=0\) again. Similarly, for general "threads" the two complex, weighted quantities above actually give four real, weighted quantities after taking real and imaginary parts; but again, for curves with all tangents on \(P \mathbf{N}\) it will turn out that the weight 4 quantity is real and the weight 3 quantity is pure imaginary.

We will now show that the weight 3 quantity corresponds exactly to the one constructed in Sec. III A. One way of seeing this is to form \(X=t \wedge t^{\prime}, X^{\prime}=t \wedge t^{\prime \prime}, X^{\prime \prime}=\) \(t \wedge t^{\prime \prime \prime}+t^{\prime} \wedge t^{\prime \prime}\), and, using the expansion of \(t^{\text {IV }}\) repeatedly,
\[
\begin{aligned}
X^{\prime \prime \prime}= & 2 t^{\prime} \wedge t^{\prime \prime \prime}+\beta X+\gamma X^{\prime} \\
X^{\mathrm{Iv}}= & 2 t^{\prime \prime} \wedge t^{\prime \prime \prime}+2 \gamma t^{\prime} \wedge t^{\prime \prime}+\left(\beta^{\prime}-2 \alpha\right) X \\
& +\left(\beta+\gamma^{\prime}\right) X^{\prime}+\gamma X^{\prime \prime} \\
X^{\mathrm{v}}= & 2\left(\gamma^{\prime}-\beta\right) t^{\prime} \wedge t^{\prime \prime}+\left(\beta^{\prime \prime}-2 \alpha^{\prime}-\beta \gamma\right) X \\
& +\left(2 \beta^{\prime}-4 \alpha+\gamma^{\prime \prime}-\gamma^{2}\right) X^{\prime} \\
& +\left(\beta+2 \gamma^{\prime}\right) X^{\prime \prime}+\gamma X^{\prime \prime \prime}
\end{aligned}
\]

Note that all these bivectors have definite parameter weight and, in particular, \(X^{\prime \prime}\) has weight 0 . Insertion into \(\tilde{E}\left(X, \ldots, X^{\mathrm{v}}\right)\) gives
\[
\begin{aligned}
& \tilde{E}\left(X, \ldots, X^{\mathrm{v}}\right) \\
&= 8\left(\gamma^{\prime}-\beta\right) \\
& \times \tilde{E}\left(t \wedge t^{\prime}, t \wedge t^{\prime \prime}, t \wedge t^{\prime \prime \prime}, t^{\prime} \wedge t^{\prime \prime \prime}, t^{\prime \prime} \wedge t^{\prime \prime \prime}, t^{\prime} \wedge t^{\prime \prime}\right)
\end{aligned}
\]

This already shows that the vanishing of \(\beta-\gamma^{\prime}\) is equivalent to the vanishing of \(\tilde{E}\left(X, \ldots, X^{\vee}\right)\), since the six products \(t \wedge t^{\prime}, \ldots\) are linearly independent in \(\Lambda^{2} \mathbf{T}\). [In fact, from the Hilbert Nullstellensatz one can deduce that \(\tilde{E}\left(t \wedge t^{\prime}, \ldots\right)\) is a numerical multiple of \(\left[\tilde{e}\left(t, \ldots, t^{\prime \prime \prime}\right)\right]^{3}\), and this is consistent with the weights of \(\tilde{E}(X, \ldots)\) and \(\beta-\gamma^{\prime}\).] Another way is to consider
\[
H:=i\left(t \wedge t^{\prime \prime \prime}-t^{\prime} \wedge t^{\prime \prime}-\gamma t \wedge t^{\prime}\right)
\]
satisfying
\[
\begin{aligned}
& H^{\prime}=i\left(\beta-\gamma^{\prime}\right) t \wedge t^{\prime} \\
& H \wedge X=0 \text { (i.e., } H \cdot X=0 \text { ) } \\
& H \wedge H=2 t \wedge t^{\prime} \wedge t^{\prime \prime} \wedge t^{\prime \prime \prime} \quad\left(\text { i.e., } H^{2}=-2\right)
\end{aligned}
\]
(The factor \(i\) is for later purposes and is irrelevant for the moment.) The differential equation for \(H\) implies that \(H\) has parameter weight 0 . Now if \(\beta-\gamma^{\prime}=0\), then \(H\) is constant; hence \(X\) remains in the fixed hyperplane of \(P\left(\Lambda^{2} \mathbf{T}\right)\) given by \(H \cdot X=0\). The \(\mathbf{M}_{4}\) interpretation of this has already been given. The gain in using the twistor formalism lies in the fact that it has provided us with the second, weight 4 , quantity (which seems to go back to Fubini and Cech). If it does not vanish while \(\beta=\gamma^{\prime}\), the differential
\[
\left|\alpha-\frac{3}{10} \gamma^{\prime \prime}+\frac{9}{100} \gamma^{2}\right|^{1 / 4} d \lambda=d \tau
\]
will supply another invariant parameter for the curve. We shall refer to it as the Fubini-Cech parameter. If the curve is referred to it, \(d \lambda=d \tau\), both \(\alpha\) and \(\beta\) are expressible in terms
of \(\gamma\), which remains the only independent invariant of the curve in this case.

If the Fubini-Čech differential also vanishes, it is convenient to fix the parametrization partially by requiring \(\gamma=\) 0 , which leaves open fractional linear transformations, for which \(\mathscr{S}(\lambda \mid \hat{\lambda})=0\). Relative to this class of ("projective") parameters, \(\alpha=\beta=\gamma=0\), so that \(t^{\mathrm{IV}}=0\) and
\[
t(\lambda)=t_{0}+t_{0}^{\prime} \lambda+\frac{1}{2} t_{0}^{\prime \prime} \lambda^{2}+\frac{1}{6} t_{0}^{\prime \prime \prime} \lambda^{3}
\]
is what is known as a "twisted cubic." When \(X(\lambda)=\) \(t(\lambda) \wedge t^{\prime}(\lambda)\) is formed and translated back to the \(\mathbf{M}_{4}\) language, one obtains (a complex version, in general, of) a conformally transformed cubic null helix. (We will see this in terms of the invariants of Sec . II A in Sec. V.) We shall come back to it after discussing the reality constraints in general.

If, however, \(\beta-\gamma^{\prime} \neq 0\), we can use \(\left|\beta-\gamma^{\prime}\right|^{1 / 3} d \lambda=d \sigma\) to define an invariant parameter: in the context of curves in projective space it is called the "projective arc," and it is obvious that for curves in \(P \mathbf{N}\) it will correspond to the conformal arc introduced in Sec. III A. What is lacking again is a discussion of the reality constraints. If the curve is referred to the projective arc, \(d \lambda=d \sigma, \beta\) becomes expressible in terms of \(\gamma\), which, therefore, together with \(\alpha\) forms the system of fundamental invariants of the curve ("projective curvatures").

Let us end this subsection by remarking that a similar development is possible for planar curves (and, dually, for cones): one obtains, in general, a projective arc and one single projective curvature, an exception being formed by conics (no projective arc, no invariants). \({ }^{4}\) As we have seen, however, consideration of these objects would be necessary only for signature ++-- in \(\mathbf{M}_{4}\) or for complexified \(\mathbf{M}_{4}\). In this paper we generally skip this topic and now turn to the reality constraints.

\section*{C. Reality constraints}

For a twisted curve \(\{\mathbf{C} t(\lambda)\}\) in \(P(\mathbf{T})\), which together with its tangents is contained in \(P \mathbf{N}\), we have already deduced from the reality condition on its tangents \(X=t \wedge t^{\prime}\) that \((t \mid t)=\left(t \mid t^{\prime}\right)=\left(t^{\prime} \mid t^{\prime}\right)=0\). Since \(\lambda\) is real and \(X\) is real, \(X^{\prime}\) is real, and from \(X^{\prime}=t \wedge t^{\prime \prime}\) it also follows that \(\left(t \mid t^{\prime \prime}\right)=\left(t^{\prime \prime} \mid t^{\prime \prime}\right)=0\). [Note that the Hermitian property of \((\cdot \mid \cdot)\) allows us to deduce only \(\left(t^{\prime} \mid t\right)+\left(t \mid t^{\prime}\right) \equiv\) \(2 \operatorname{Re}\left(t \mid t^{\prime}\right)=0\) from \((t \mid t)=0\), etc., by differentiation!] We now complete a table \(\left(t^{(q)} \mid t^{(p)}\right)\) of \((\cdot \mid \cdot)\) scalar products for \(0 \leqslant p \leqslant 4,0 \leqslant q \leqslant 3\), putting \(\left(t^{\prime \prime} \mid t^{\prime \prime \prime}\right)=: i R,\left(t^{\prime \prime \prime} \mid t^{\prime \prime \prime}\right)=: S\), \(\left(t^{\prime \prime \prime} \mid t^{\mathrm{IV}}\right.\) ) \(=: i T\) (where \(R, S\), and \(T\) are real), exploiting all known (vanishing) scalar products as well as the normalizationée \(\left(t, t^{\prime}, t^{\prime \prime}, t^{\prime \prime \prime}\right)=-1\) whichimplies det (Table II without last column) \(=1\) (see Table II). [A sign convention on \((\cdot \mid \cdot)\) has also been made that is not yet fixed by the relative normalization between \(\tilde{e}\) and \((\cdot \mid \cdot)\).] To establish the relation of \(R, S\), and \(T\) to \(\alpha, \beta\), and \(\gamma\) introduced earlier, we compare the last column of Table II with the values of
\[
\left(t^{(p)} \mid t^{\mathrm{IV}}\right)=\left(t^{(p)} \mid \alpha t+\beta t^{\prime}+\gamma t^{\prime \prime}\right), \text { for } p=1,2,3
\]

We obtain
\[
\gamma=R=\text { real }
\]

TABLE II. The scalar products ( \(\left.t^{(q)} \mid t^{(p)}\right)\).
\begin{tabular}{cccccc}
\hline \hline\(a / p\) & 0 & 1 & 2 & 3 & 4 \\
\hline 0 & 0 & 0 & 0 & \(i\) & 0 \\
1 & 0 & 0 & \(-i\) & 0 & \(-i R\) \\
2 & 0 & \(i\) & 0 & \(i R\) & \(-S+i R\) \\
3 & \(-i\) & 0 & \(-i R\) & \(S\) & \(\frac{1}{2} S^{\prime}+i T\) \\
\hline \hline
\end{tabular}
\[
\begin{aligned}
& \beta-\gamma^{\prime}=i S=\text { pure imaginary } \\
& \alpha-\frac{1}{2}\left(\beta-\gamma^{\prime}\right)^{\prime}=-T-R^{2}=\text { real }
\end{aligned}
\]
verifying our earlier statement that the weight 3 (resp. 4) quantity is pure imaginary (resp. real). At the same time we see that we have two real fundamental invariants in the general case \(S \neq 0\) and one in the special case \(S=0\), except for the conformal cubic null helix, which has no invariant parameter and no invariants.

The explanation for this latter fact lies in the large invariance group the twisted cubic possesses, and the fact that all twisted cubics are projectively equivalent. This is conveniently described in twistor terms as follows. In the parametric representation given earlier, where \(t_{0}, t_{0}^{\prime}, t_{0}^{\prime \prime}, t_{0}^{\prime \prime \prime}\) satisfy the values of the \((\cdot \mid \cdot)\) scalar products given in Table II with \(R=S=0\) together with \(\tilde{e}\left(t_{0}, \ldots\right)=-1\), we go over to a pair of "homogeneous parameters" \(s^{1}, s^{2}\) by \(\lambda \rightarrow s^{2} / s^{1}\), \(t(\lambda) \rightarrow\left(s^{1}\right)^{3} t(\lambda)\). Now think of the \(s^{4}\) as components of a vector \(s\) in a real two-dimensional vector space \(S\), referred to a basis \(\left\{b_{1}, b_{2}\right\}: s=s^{A} b_{A}\). Form the symmetrized tensorial power \(V^{3} \mathbf{S}^{c}\) of its complexification \(\mathbf{S}^{c}\) and choose an isomorphism \(j: V^{3} \mathbf{S}^{c} \rightarrow \mathbf{T}\) (which are both complex four-dimensional) mapping the product basis vectors \(b_{1}^{\vee^{3}}\), \(b_{1}^{\vee 2} \vee b_{2}, b_{1} \vee b_{2}^{\vee 2}\), and \(b_{2}^{\vee 3}\) ( \(\vee\) indicates symmetric multiplication) to \(t_{0}, t_{0}^{\prime} / 3, t_{0}^{\prime \prime} / 6, t_{0}^{\prime \prime \prime} / 6\), respectively. Then our curve and its complexification arises from composing with \(j\) the "Veronese imbedding" \(s \rightarrow s^{\vee}{ }^{3}\) of \(\mathbf{S}\) into \(V^{3} \mathbf{S}\) and \(\mathbf{S}^{c}\) into \(V^{3} \mathbf{S}^{c}\), as the image of \(P(\mathbf{S})\) and \(P\left(\mathbf{S}^{c}\right)\), respectively. The scalar product restrictions on \(t_{0}, \ldots\) guarantee that \(P(\mathbf{S})\) is mapped into \(P \mathbf{N}\). The pullback of the Hermitian form ( \(t \mid t\) ) by ( \(j\) oVeronese) is the cube of an indefinite Hermitian form on \(\mathbf{S}^{c}\) whose zero set on \(P\left(\mathbf{S}^{c}\right)\) is the "Staudt chain" \(P(\mathbf{S}) \subset P\left(\mathbf{S}^{c}\right),{ }^{10}\) or, in simpler terms, real \(\lambda\) lead to a curve on \(P\) N. Consider now an arbitrary (real) unimodular linear transformation \(A\) of \(\mathbf{S}\), then \(j^{\circ} A^{\vee}{ }^{3} \circ j^{-1}\) will not lead out of the image of \(\mathbf{S}\). Therefore the cubic null helix has a threeparameter conformal invariance group (locally) isomorphic to \(\operatorname{SL}(2, R)\), acting triply transitively; thus explaining the absence of any conformally invariant parameter. [We have already written down a Killing field of \(\mathbf{M}_{4}\) admitted by the example of a cubic null helix given in Sec. II A; two other independent conformal Killing fields admitted by it are given by
\[
x-x_{0}+\frac{1}{4}\left[\left(x_{0}^{\prime} \cdot\left(x-x_{0}\right)\right) x_{0}^{\prime \prime \prime}-\left(x_{0}^{\prime \prime \prime} \cdot\left(x-x_{0}\right)\right) x_{0}^{\prime}\right]
\]
and
\[
\begin{aligned}
& \left(x_{0}^{\prime} \cdot\left(x-x_{0}\right)\right) x_{0}^{\prime \prime}-\left(x_{0}^{\prime \prime \prime} \cdot\left(x-x_{0}\right)\right) x_{0}^{\prime} \\
& \quad+\frac{1}{3}\left[\left(x-x_{0}\right)^{2} x_{0}^{\prime \prime \prime}-2\left(x_{0}^{\prime \prime \prime} \cdot\left(x-x_{0}\right)\right)\left(x-x_{0}\right)\right]
\end{aligned}
\]

One can check that the Lie brackets of these three conformal Killing fields, suitably scaled, correspond to the Lie algebra of \(\operatorname{SL}(2, R)\).] The conformal equivalence of all twisted cubics on \(P \mathbf{N}\) follows from the fact that all quadruples \(t_{0}, t_{0}^{\prime}\), \(t_{0}^{\prime \prime}, t_{0}^{\prime \prime \prime}\) satisfying \(\tilde{e}\left(t_{0}, \ldots\right)=-1\) and the "antidiagonal" form of the \((\cdot \mid \cdot)\) scalar product table with \(R=S=0\) can be transformed into each other by the group of complex linear transformations that preserve \(\tilde{e}\) and \((\cdot \mid \cdot)\), i.e., the twistor group \([\approx \operatorname{SU}(2,2)]\).

\section*{D. Relation to the invariants of the six-vector formalism}

We still have to relate the invariants obtained in this section to the ones of the \(\mathbf{V}_{6}\) formalism. First note that \(X(\lambda)\) is real in the sense of reality that we have introduced in \(\Lambda^{2} T\). [So far we have used only the consequences \((t \mid t)=\left(t \mid t^{\prime}\right)=\left(t^{\prime} \mid t^{\prime}\right)=0\) of the reality condition \(h^{\wedge}{ }^{2} X=\star X\) on \(X=t \wedge t^{\prime}\); however, taking the only nontrivial contraction (viz. with \(t^{\prime \prime} \wedge t^{\prime \prime \prime}\) ) of this condition, we verify that \(t \wedge t^{\prime}\) itself, and not just a suitable complex multiple of it, satisfies the condition, due to our normalization \(\tilde{e}\left(t, \ldots, t^{\prime \prime \prime}\right)=-1\).] Therefore all derivatives \(X^{(p)}\) are real bivectors as well. From the differential equation it satisfies, we now also conclude that the bivector \(H\) introduced above is real, \(H \in \mathbf{V}_{6}\), but not simple. From the definition \(F \cdot G:=\) \(\langle. F \mid G\rangle=.(F \wedge G)\) of the scalar product in \(\Lambda^{2} T\), we can express the \(X^{(p)} \cdot X^{(q)}\) in terms of \(\alpha, \beta\), and \(\gamma\) or \(R, S\), and \(T\), using the list of the \(X^{(p)}\) in terms of the \(t^{(p)}\) given earlier. In this way we indeed reproduce Table I with the following identifications:
\[
\begin{aligned}
\frac{1}{2} K & =\gamma=R, \\
\frac{1}{4} J & =\alpha-\frac{1}{2} \beta^{\prime}-\frac{3}{4} \gamma^{2}=\alpha-\frac{1}{2}\left(\beta-\gamma^{\prime}\right)^{\prime}-\frac{1}{2} \gamma^{\prime \prime}-\frac{3}{4} \gamma^{2} \\
& =-T-\frac{3}{4} R^{2}-\frac{1}{2} R^{\prime \prime} .
\end{aligned}
\]

Instead of identifying \(L\) in terms of \(\alpha, \beta\), and \(\gamma\), we identify the numerical factor
\[
-8 \widetilde{E}\left(t \wedge t^{\prime}, t \wedge t^{\prime \prime}, t \wedge t^{\prime \prime \prime}, t^{\prime} \wedge t^{\prime \prime}, t^{\prime} \wedge t^{\prime \prime \prime}, t^{\prime \prime} \wedge t^{\prime \prime \prime}\right)
\]
between \(\widetilde{E}\left(X, \ldots, X^{\mathrm{V}}\right)\) and \(\left(\beta-\gamma^{\prime}\right)\). If \(e_{1}, e_{2}, e_{3}\), and \(e_{4}\) are from \(\mathbf{T}\) and \(e_{i k}:=e_{i} \wedge e_{k}\), we already remarked that \(\tilde{e}\left(e_{1}, e_{2}, e_{3}, e_{4}\right)\) and \(\tilde{E}\left(e_{12}, e_{13}, e_{14}, e_{23}, e_{24}, e_{34}\right)\) vanish simultaneously, so
\[
\widetilde{E}\left(e_{12}, \ldots, e_{34}\right)=\varepsilon\left(\tilde{e}\left(e_{1}, e_{2}, e_{3}, e_{4}\right)\right)^{3}
\]
for some \(0 \neq \varepsilon \in \mathbf{C}\), and we can determine \(\varepsilon\) from the requirements that \(\widetilde{E}\) give \(\pm 1\) upon evaluation on a -orthonormal basis in \(\mathbf{V}_{6}\) and that the \(\tilde{e}\) have absolute value 1 when evaluated on a \((\cdot \mid \cdot)\)-orthonormal basis in \(T\). Let \(e_{1} e_{2}, e_{3}\), and \(e_{4}\) now be the unimodular orthonormal basis in \(\mathbf{T}\) used in Ref. 7 and \(\eta_{1} / \sqrt{2}, \ldots, \eta_{6} / \sqrt{2}\) be the orthonormal basis of \(\mathbf{V}_{6}\) constructed from it in that paper. Let the orientation of \(\mathbf{V}_{6}\) be given by \(\eta_{1}, \ldots, \eta_{6}\) in that order. Then from the expressions of \(\eta_{1}, \ldots\) in terms of \(e_{1}, \ldots\) given in Ref. 7 we deduce
\[
1=\widetilde{E}\left(\eta_{1} / \sqrt{2}, \ldots\right)=\mathrm{i} \widetilde{E}\left(e_{12}, \ldots, e_{34}\right)=i \varepsilon \cdot 1^{3}
\]
hence \(\varepsilon=-i\) and therefore
\[
\widetilde{E}\left(X, \ldots, X^{\mathrm{v}}\right)=-8\left(\beta-\gamma^{\prime}\right)(-i)(-1)^{3}=8 S .
\]

This completes the relationships between the twistor and sixvector formalism.

At the same time we have verified all the results claimed in the Introduction.

\section*{v. CONCLUDING REMARKS}

In the preceding sections we have found conformally invariant parameters and a fundamental system of differential invariants for null curves in conformally flat space-time. The technique was to use a formalism that makes conformal invariance manifest. Now conformal invariance a fortiori means Poincaré invariance, and in Sec. II A we have recapitulated a formalism that gives a fundamental system of invariants for null curves under the Poincaré group. Therefore, an alternative approach to the problem of conformal invariants would be to make an ansatz for the conformal invariants in terms of Poincaré invariants and to work out the consequences of additional invariance under infinitesimal scale transformations and "conformal boosts." We do not carry this out here but only indicate how the result is derived in our formalism. We take the invariants from the manifestly conformally covariant formalism and insert, instead of \(X(\lambda)\), the expression \(\left(x,\left(1-x^{2}\right) / 2,\left(1+x^{2}\right) / 2\right)\), the invariant parameter of Sec II A, so that \(x^{\prime \prime 2}=-2\); then automatically
\[
X^{\prime \prime 2}=x^{\prime \prime 2}+\left(\left(1-x^{2}\right) / 2\right)^{\prime 2}-\left(\left(1+x^{2}\right) / 2\right)^{\prime 2}=-2
\]
is normalized properly. The equations \(x^{\prime}=\xi \otimes \bar{\xi}\), \(\varepsilon\left(\xi, \xi^{\prime}\right)=1, \xi^{\prime \prime}=I \xi\) of Sec. II A allow us to express all products \(x^{(p)} \cdot x^{(q)}\) in terms of \(I\) and its derivatives and thus all conformal invariants in tems of \(I\) and is derivatives.

Let us illustrate this first for the weight 3 quantity \(\widetilde{E}\left(X, \ldots, X^{\mathrm{v}}\right)\). Adjusting the orientation of \(\mathbf{M}_{4}\), given by its \(\varepsilon\) tensor, properly relative to \(\widetilde{E}\), we obtain
\[
\begin{aligned}
\tilde{E}\left(X, \ldots, X^{\mathrm{v}}\right) & =-2 \varepsilon\left(x^{\prime}, x^{\prime \prime}, x^{\prime \prime \prime}, x^{\mathrm{v}}\right) \\
& =-2\left(\varepsilon\left(x^{\prime}, x^{\prime \prime}, x^{\prime \prime \prime}, x^{\mathrm{Iv}}\right)^{\prime}\right.
\end{aligned}
\]
and, observing that \(\left(\xi \otimes \bar{\xi} \pm \xi^{\prime} \otimes \bar{\xi}^{\prime}\right) / \sqrt{2},\left(\xi \otimes \bar{\xi}^{\prime}+\xi^{\prime} \otimes \bar{\xi}\right) /\) \(\sqrt{2}\), and \(\left(\xi \otimes \bar{\xi}^{\prime}-\xi^{\prime} \otimes \bar{\xi}\right) / i \sqrt{2}\) form an orthonormal tetrad for \(\mathbf{M}_{4}\), the determinant finally becomes \(8 \mathrm{Im} I^{\prime}\) Thus we see that while \(\operatorname{Im} I=0\) has the only Poincaré-invariant significance, mentioned in Sec. II A, that the curve stays in a fixed timelike hyperplane, \(\operatorname{Im} I=\) const, has the conformally invariant meaning that the curve stays in a fixed timelike pseudosphere \((x-a)^{2}=-r^{2}\) or a timelike hyperplane ( the value of the constant \(\operatorname{Im} I\), related to the radius \(r\), is not conformally invariant). (It is, of course, possible to verify
these statements directly in the formalism of Sec. II A.)
Similarly, we find
\[
\begin{aligned}
& 4 \gamma=4 R=2 K=X^{m 2}=x^{m 2}=8 \operatorname{Re} I \\
& 8\left[\alpha-\frac{1}{2}\left(\beta-\gamma^{\prime}\right)^{\prime}-\frac{1}{2} \gamma^{\prime \prime}-\frac{3}{4} \gamma^{2}\right] \\
& \quad=2 J=X^{\mathrm{IV} 2}=x^{\mathrm{IV} 2}=-32(\operatorname{Re} I)^{2}-8(\operatorname{Im} I)^{2}
\end{aligned}
\]
which show that the conditions \(I=0\) and \(\alpha=\beta=\gamma=0\) are equivalent. Here we see without carrying out the twistor transformation explicitly that the cubic null helix, referred to the Bonnor parameter, corresponds to a twisted cubic in \(P \mathbf{N} \subset P(\mathbf{T})\), referred to a projective parameter. More generally, these formulas allow us to go over from Bonnor's parameter to the conformal arc or the Fubini-Cech parameter and, using the transformation formulas \(\gamma \rightarrow \hat{\gamma}, \alpha \rightarrow \hat{\alpha}\), to find the conformal invariants in terms of \(I\). We do not write down the expressions explicitly, however.
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\begin{abstract}
The geometry of twistors for \((2+1)\)-dimensional flat space-time is described. Functions on twistor space generate solutions of various field equations in space-time. As an illustrative example, it is shown what a sine-Gordon soliton looks like in this twistor description.
\end{abstract}

\section*{I. INTRODUCTION}

Twenty-two years ago, a paper entitled "Twistor algebra," by Penrose, appeared in this journal. \({ }^{1}\) It introduced twistors in \((3+1)\)-dimensional Minkowski space-time. The analogous structure for \((2+1)\)-dimensional flat spacetime is in some ways simpler, but has not received much attention. It does, however, have many potential applications, some of which are mentioned below. This paper will explore some of the features of \((2+1)\)-dimensional twistor theory.

The starting point is a two-dimensional real twistor space \(\mathbb{N}\) (the points of which correspond to null planes in \(\mathbb{R}^{2+1}\) ); functions on \(\mathbb{N}\) correspond to solutions of various massless field equations on \(\mathbb{R}^{2+1}\). A more geometrical description is obtained by complexifying \(\mathbb{N}\), to yield a two-complex-dimensional twistor space \(\mathbb{T}\). Roughtly speaking, points in \(T\) correspond to directed timelike lines in \(\mathbb{R}^{2+1}\).

Holomorphic vector bundles over T correspond to Yang-Mills-Higgs fields in \(\mathbb{R}^{2+1}\) satisfying a set of nonlinear first-order equations (the hyperbolic analog of the Bogomolny equations for monopoles in \(\mathbb{R}^{3}\) ). There are many reductions (i.e., special cases) of these equations which are of interest; examples include the Einstein vacuum equations with cylindrical symmetry, and ( \(1+1\) )-dimensional soliton equations such as Korteweg-de Vries, nonlinear Schrödinger, and sine-Gordon. By way of example, the one-soliton solution of the sine-Gordon equation is described from this point of view. Of course, the equations just mentioned are already well understood. But the twistor picture may be useful in providing a unified geometrical description of all of them.

\section*{II. TWISTORS IN 2+1 DIMENSIONS}

Let us begin by recalling one of the approaches to twistors in \((3+1)\)-dimensional flat space-time \(\mathbb{R}^{3+1}\). More details may be found in Refs. 2-4. One starts with the space \(N_{5}\) of null geodesics in \(\mathbb{R}^{3+1}\), which is five-dimensional; in fact, \(N_{5}\) is \(S^{2} \times \mathbb{R}^{3}\) as a real manifold. But it has some additional structure (arising from the conformal structure of spacetime), namely a CR structure. \({ }^{5}\) This is the structure inherited by a real hypersurface in complex manifold. So \(N_{5}\) sits naturally inside a three-dimensional complex manifold \(T_{3}\). Now \(T_{3}\) is not uniquely determined by \(N_{5}\); roughly speaking, that part of \(T_{3}\) which lies close to \(N_{5}\) is determined, but one can analytically continue away from this in many different ways. The simplest choice is to take \(T_{3}\) to be the complex projective space \(\mathbb{P}_{3}\), and this is the standard flat (projective)
twistor space. This choice also effectively compactifies \(N_{5}\) to \(\bar{N}_{5}\), the space of null geodesics in compactified Minkowski space-time. The spaces \(\bar{N}_{5}\) and \(T_{3}=\mathbb{P}_{3}\) are homogeneous, being acted on transitively by the conformal group in \(3+1\) dimensions, and its complexification, respectively.

A point of \(N_{5}\) corresponds, of course, to a null geodesic in space-time. Points of \(\mathbb{P}-\bar{N}_{5}\) can also be pictured in spacetime: they correspond to twisting congruences of null lines (Robinson congruences); hence the name "twistor."

Let us turn now to \((2+1)\)-dimensional flat space-time \(\mathbb{R}^{2+1}\), and see how the situation differs. In this case, the space \(N_{3}\) of null lines is three dimensional, but it does not have a natural CR structure. So one's first guess, that there should be a two-complex-dimensional twistor space in which \(N_{3}\) sits as a real hypersurface, is wrong. Instead of \(N_{3}\), the correct space to use is the space \(\mathbb{N}\) of null planes in \(\mathbb{R}^{2+1}\), which is two dimensional. In fact, \(\mathbb{N}\) is \(S^{1} \times \mathbb{R}\) as a manifold: if \((t, x, y)\) are the usual space-time coordinates, then a null plane is given by an equation of the form
\[
\begin{equation*}
t+y \cos \theta+x \sin \theta=\omega \tag{1}
\end{equation*}
\]
where \((\theta, \omega) \in S^{1} \times \mathbb{R}\) are constant real numbers. This gives a one-to-one correspondence between null planes in \(\mathbb{R}^{2+1}\) and points of \(S^{1} \times \mathbb{R}\).

A more invariant description can be arrived at by making use of the fact that the identity-connected component of the \((2+1)\)-Lorentz group \(O(2,1)\) is double-covered by \(\mathrm{SL}(2, \mathbb{R})\); so spinors are two-component real objects \(\pi_{A}\), \(A=0,1\). The space-time coordinates may be rearranged as a symmetric two-spinor,
\[
x^{A B}=\left[\begin{array}{ll}
t+y & x  \tag{2}\\
x & t-y
\end{array}\right] .
\]

The space-time metric is
\[
\begin{align*}
d s^{2} & =\eta_{\mu \nu} d x^{\mu} d x^{\nu} \\
& =-d t^{2}+d x^{2}+d y^{2} \\
& =-\frac{1}{2} d x^{A B} d x_{A B} . \tag{3}
\end{align*}
\]
(Spinor indices are lowered with the alternating spinor \(\varepsilon_{A B}\), as usual.)

An \(\operatorname{SL}(2, \mathbb{R})\)-invariant description of null planes is as follows. Let \(\pi_{A}\) be a nonzero real spinor (i.e., \(\pi_{0}\) and \(\pi_{1}\) not both zero) and \(\omega\) a real number. These parameters determine a null plane by
\[
\begin{equation*}
\omega=x^{A B} \pi_{A} \pi_{B} \tag{4}
\end{equation*}
\]

Clearly ( \(\omega, \pi_{A}\) ) are homogeneous coordinates for \(\mathbb{N}\), in the sense that ( \(\lambda^{2} \omega, \lambda \pi_{A}\) ), where \(\lambda\) is any nonzero real number,
determines the same null plane as \(\left(\omega, \pi_{A}\right)\). If we put \(\pi_{0}=\cos \frac{1}{2} \theta\) and \(\pi_{1}=\sin \frac{1}{2} \theta\), then (4) reduces to (1).

Solutions of the wave equation in \(\mathbb{R}^{2+1}\) can be generated from functions on \(\mathbb{N}\) : if \(f=f(\omega, \theta)\) is a smooth function on \(\mathbb{N}\), then
\[
\begin{equation*}
\varphi(t, x, y)=\int_{0}^{2 \pi} f(t+y \cos \theta+x \sin \theta, \theta) d \theta \tag{5}
\end{equation*}
\]
is a solution of the wave equation \(\square \varphi=0\). This is the Lorentzian version of Whittaker's \({ }^{6}\) famous formula for solutions of the Laplace equation in \(\mathbb{R}^{3}\). The discussion in Ref. 6, which uses a power-series argument, demonstrates that all realanalytic solutions of \(\square \varphi=0\) can be obtained (locally) as in (5). To deal with nonanalytic solutions, one could adopt a purely "real" approach, and study the integral transform (5) from the point of view of real analysis. For example, such an approach is employed in Ref. 7, which deals with the closely related problem of the self-dual Maxwell equations in \(\mathbb{R}^{2+2}\). Also, (5) is related to the Radon transform \({ }^{8}\) between functions on \(\mathbb{N}\) and functions on \(\mathbb{R}^{2}\) (this \(\mathbb{R}^{2}\) being thought of as an initial-data surface, such as \(t=0\), in \(\mathbb{R}^{2+1}\) ). An alternative way involves working with the complex twistor space \(T\) (introduced below), and using cohomology and hyperfunctions, along the lines of Ref. 9. This subject will not be pursued further here; some remarks on cohomology are made in the next section.

Whether one stays with the real space \(\mathbb{N}\), or works with its complexification \(\mathbb{T}\), is partly a matter of taste. As far as nonlinear problems are concerned, the complex approach is more geometrical, and in some cases reduces to algebraic geometry; from now on, we shall use the complex framework.

The complex twistor space \(\mathbb{T}\) is a two-dimensional complex manifold, a complexification of the two-dimensional real manifold \(\mathbb{N}\). The most natural complexification is obtained by simply allowing the homogeneous coordinates \(\left(\omega, \pi_{A}\right)\) to become complex. So \(\mathbb{T}\) is \(\mathbb{C} \times\left(\mathbb{C}^{2}-\{0\}\right)\), factored out by the equivalence relation
\[
\begin{equation*}
\left(\lambda^{2} \omega, \lambda \pi_{A}\right) \sim\left(\omega, \pi_{A}\right), \tag{6}
\end{equation*}
\]
where \(\lambda\) runs over the nonzero complex numbers. Now \(\mathbb{C}^{2}-\{0\}\) factored in this way is just the complex projective line \(\mathbb{P}_{1}\). So \(T\) is a holomorphic line bundle over \(\mathbb{P}_{1}\); from (6) it follows that \(T\) is in fact the holomorphic tangent bundle of \(\mathbb{P}_{1}\).

This space \(T\) (sometimes known as "minitwistor" space) was used \({ }^{10,11}\) in discussing monopole solutions on Euclidean three-space \(\mathbb{R}^{3}\). In fact, one could begin with a purely complex description, defining \(\mathbb{T}\) to be the space of all complex null planes in \(\mathbb{C}^{3}\) (with respect to the complexified Euclidean metric); then different "reality structures" on \(\mathbb{T}\) correspond to different signatures for the underlying real metric. The one used in Ref. 10 is relevant to the signature +++ , whereas the one used here is relevant to -++ , and consists of the complex conjugation operation
\[
\begin{equation*}
\left(\omega, \pi_{0}, \pi_{1}\right) \mapsto\left(\bar{\omega}, \bar{\pi}_{0}, \bar{\pi}_{1}\right) \tag{7}
\end{equation*}
\]

Since \(T\) is a bundle over \(\mathbb{P}_{1}\), there are a natural family of curves in \(T\), namely the holomorphic sections of the bundle. These form a three-complex-parameter family (in fact, they


FIG. 1. The correspondence between \(\mathbf{R}^{2+1}\) and \(T\).
are parametrized by the space \(\mathbb{C}^{3}\) referred to in the previous paragraph). The real sections, i.e., those preserved under the conjugation (7), are parametrized by \(\mathbb{R}^{2+1}\). Let us denote by \(l_{p}\), the real section corresponding to a point \(p\) in \(\mathbb{R}^{2+1}\). See Fig. 1.

If \(p\) and \(q\) are two points in \(\mathbb{R}^{2+1}\), then the two curves \(l_{p}\) and \(l_{q}\) in \(\mathbb{T}\) will intersect either at one point (in which case \(p\) and \(q\) are null-separated) or at two points. In the latter case, the two points of intersection could either be real, i.e., each preserved by (7) (in which case \(p\) and \(q\) are spacelike separated), or complex, and conjugates of each other (in which case \(p\) and \(q\) are timelike separated). All this is easily deduced from Eq. (4). So we see that the causal structure of the space-time \(\mathbb{R}^{2+1}\) is encoded into the geometry of \(T\).

What do the points of \(T\) correspond to in space-time? Again, Eq. (4) provides the answer: if \(\omega\) and \(\pi_{A}\) are fixed, then (4) defines an affine subspace of \(\mathbb{R}^{2+1}\). Three different cases must be distinguished. Let us assume that \(\pi_{1}\) is nonzero (if not, interchange \(\pi_{0}\) and \(\pi_{1}\) in what follows), and write \(\zeta=\pi_{0} / \pi_{1}, v=\omega / \pi_{1}{ }^{2}\). So (4) becomes
\[
\begin{equation*}
v=(t+y) \zeta^{2}+2 x \zeta+(t-y) \tag{8}
\end{equation*}
\]

If \(v\) and \(\zeta\) are both real, then (8) defines a null plane (as we already knew). If \(\zeta\) is real but \(v\) is complex, then (8) has no solution at all. Finally, if both \(v\) and \(\zeta\) are complex, then the solution of (8) is a timelike line in \(\mathbb{R}^{2+1}\). The direction vector of this line is \(v^{4 B}=\pi^{(A} \bar{\pi}^{B)}\), where parentheses denote symmetrization; in ( \(t, x, y\) ) coordinates, this direction vector is
\[
\begin{equation*}
\left(1+|\zeta|^{2}, \quad-\zeta-\bar{\xi}, \quad 1-|\zeta|^{2}\right) \tag{9}
\end{equation*}
\]

Clearly \((\nu, \zeta)\) and \((\bar{v}, \bar{\zeta})\) determine the same line. To elimi-


FIG. 2. The "causal structure" of T.
nate this redundancy, we may regard the line as being oriented: to the future if \(\operatorname{Im} \xi>0\), and to the past if \(\operatorname{Im} \zeta<0\).

To sum up: the minitwistor space \(\mathbb{T}\) is divided into two hemispheres \(\operatorname{Im} \zeta>0\) and \(\operatorname{Im} \zeta<0\), separated by an equator \(\operatorname{Im} \zeta=0\) (see Fig. 2). A point \(Z\) in the region \(\operatorname{Im} \zeta>0\) corresponds to a future-directed timelike line \(L_{Z}\) in \(\mathbb{R}^{2+1}\) (each point on \(L_{Z}\) corresponds to a real section of \(\mathbb{T}\) passing through both \(Z\) and \(\bar{Z}\) : see Fig. 1). Similarly, points in \(\operatorname{Im} \zeta<0\) correspond to past-directed timelike lines in \(\mathbb{R}^{2+1}\). Most points on \(\operatorname{Im} \zeta=0\) do not correspond to anything in space-time, but some (namely those with \(v\) real) correspond to real null planes.

\section*{III. MASSLESS FIELDS, COHOMOLOGY, AND COMPACTIFICATION}

The integral formula (5) for solutions of \(\square \varphi=0\) can be recast in terms of sheaf cohomology and complex contour integrals on \(T\). The ideas are the same as for four-dimensional space-time \({ }^{2-4,12}\); the following is a brief description.

Let \(M\) be a neighborhood of some section \(l_{p}\) in \(\mathbb{T}\). Cover \(M\) with the two sets
\[
\begin{equation*}
U=\{\operatorname{Im} \xi \geqslant 0\} \cap M, \quad \widehat{U}=\{\operatorname{Im} \zeta \leqslant 0\} \cap M \tag{10}
\end{equation*}
\]
(Strictly speaking, we should take \(U=\{\operatorname{Im} \zeta>-\varepsilon\} \cap M\), where \(\varepsilon\) is some positive number; and \(\operatorname{Im} \zeta<\varepsilon\) in the definition of \(\widehat{U}\). In other words, \(U\) and \(\widehat{U}\) are "hemispheric" open sets whose intersection contains the equator \(\operatorname{Im} \xi=0\).) Let \(f=f\left(\omega, \pi_{A}\right)\) be a holomorphic function on \(U \cap \overparen{U}\), homogeneous of degree - 2. [We say that \(f\) is homogeneous of degree \(n\), and is a section of the sheaf \(\mathscr{O}_{\mathrm{T}}(n)\), if
\[
\begin{equation*}
f\left(\lambda^{2} \omega, \lambda \pi_{A}\right)=\lambda^{n} f\left(\omega, \pi_{A}\right) \tag{11}
\end{equation*}
\]
for all nonzero complex numbers \(\lambda\).] This \(f\), defined on the overlap region \(U \cap \hat{U}\), represents an element of the sheaf cohomology group \(H^{1}\left(M, \mathscr{O}_{\mathrm{T}}(-2)\right)\). And it can be evaluated by a contour integral
\[
\begin{equation*}
\varphi\left(x^{A B}\right)=2 \oint f\left(x^{A B} \pi_{A} \pi_{B}, \pi_{C}\right) \pi_{D} d \pi^{D} \tag{12}
\end{equation*}
\]
to give a solution of \(\square \varphi=0\). The contour in (12) is the equator \(\operatorname{Im} \zeta=0\). If we parametrize this curve by \(\zeta=\cot \frac{1}{2} \theta\), then (12) is identical to (5).

All this is easiest to handle rigorously if one deals with holomorphic fields \(\varphi\) on the complexified space-time \(\mathbb{C}^{3}\) : see, for example, Ref. 13. On real space-time, as mentioned previously, the situation is more complicated, since solutions may not be real-analytic.

If \(f\) is homogeneous of degree \(-n-2\), where \(n\) is a positive integer, then (12) should be replaced by
\[
\begin{equation*}
\varphi_{A B \cdots D}(x)=2 \oint \pi_{A} \pi_{B} \cdots \pi_{D} f\left(x^{P Q} \pi_{P} \pi_{Q}, \pi_{R}\right) \pi_{S} d \pi^{S} \tag{13}
\end{equation*}
\]
with \(n\) factors of \(\pi\) in the integrand. So \(\varphi_{A B \cdots D}\) (which is totally symmetric) is a field of \(\operatorname{spin} \frac{1}{2} n\), and (13) is a solution formula for the massless free-field equation
\[
\begin{equation*}
\partial^{A E} \varphi_{A B \cdots D}=0 \tag{14}
\end{equation*}
\]

Here \(\partial_{\mathrm{AB}}\) is the spinor version of the partial derivative \(\partial_{\mu}=\partial / \partial x^{\mu}(\mu=0,1,2)\). For functions homogeneous of de-
gree greater than -2 , one differentiates with respect to \(\omega\) in order to reduce the degree. For example, if \(f\) has degree 0 , then \(\partial f / \partial \omega\) has degree -2 , and so yields a scalar field. In fact, this case may be viewed differently: \(\exp (f)\) is the patching function for a line bundle over \(M\), and this bundle corresponds to a \(U(1)\) gauge field, plus a scalar field, satisfying a set of coupled equations (see the next section). This scalar field is (up to a multiplicative constant) the one generated by \(\partial f / \partial \omega\).

As was remarked at the beginning of Sec. II, the standard twistor space compactifies naturally to a homogeneous space \(P_{3}\), and cohomology groups on \(P_{3}\) provide a description of massless fields on compactified Minkowski spacetime; the whole setup is conformally invariant. \({ }^{9,12}\) This is not the case for \(2+1\) dimensions and minitwistor space. Nevertheless, one can compactify \(\mathbb{T}\), and try to extend the solution formula for \(\square \varphi=0\) to this compactification. What happens is as follows.

Recall that \(\mathbb{T}\) is fibered over \(\mathbb{P}_{1}\), with each fiber being a copy of \(\mathbb{C}\). To compactify, we add an extra section \(l_{\infty}\) : the resulting compact space \(\overline{\mathbb{T}}\) is still fibered over \(\mathbb{P}_{1}\), but each fiber is now itself a copy of \(\mathbb{P}_{1}\) (see Fig. 3). The space \(\overline{\mathbb{T}}\) is a rational ruled surface that in algebraic geometry is denoted \(S_{2}\).

We want to consider a region \(M\) in \(\overline{\mathbb{T}}\) which is a neighborhood of a section \(l_{p}\) and which also contains \(l_{\infty}\). Let us take \(M\) to be \(\bar{T}-V\), where \(V\) is some small closed neighborhood of the set \(\{\zeta\) real, \(\omega=0\}\) (see Fig. 3). The real sections in \(M\) (i.e., those which avoid \(V\) ) are partitioned into two sets, corresponding to points inside the future and the past null cones of the origin \(O\) in \(\mathbb{R}^{2+1}\). See Fig. 3, where \(p\) is inside the future null cone.

Now if \(f\left(\omega, \pi_{A}\right)\) is holomorphic on \(U \cap \hat{U}\) and homogeneous of degree -2 as before, then it yields a field \(\varphi\) which is real analytic inside the null cones, and which furthermore extends across \(t=\infty\). By way of example, take \(f\left(\omega, \pi_{A}\right)\) \(=\omega^{-1}\). Then doing the integral (5) or (12) gives
\[
\begin{equation*}
\varphi=(2 \pi / t)\left(1-r^{2} / t^{2}\right)^{-1 / 2} \tag{15}
\end{equation*}
\]
(where \(r^{2}=x^{2}+y^{2}\) ), the fundamental solution of \(\square \varphi=0\). Notice that (5) is indeed real-analytic inside the future and past null cones, and across \(t=\infty\) (where \(t=+\infty\) and \(t=-\infty\) are identified).

The solution (15) is singular on the null cone of the origin. But it is easy to modify it slightly, so as to obtain a
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solution which is smooth on all of \(\mathbb{R}^{2+1}\) and across \(t=\infty\). For example,
\[
f\left(\omega, \pi_{A}\right)=\left(\omega+i \pi_{0}^{2}+i \pi_{1}^{2}\right)^{-1}
\]
leads to
\[
\varphi=2 \pi\left(t^{2}-r^{2}-1+2 i t\right)^{-1 / 2}
\]
which is smooth and single valued on \(\mathbb{R}^{2+1}\). Note that \(f\) is smooth on \(\mathbb{N}\) (where \(\omega\) and \(\pi_{A}\) are real); this is why the resulting field \(\varphi\) is smooth [cf. (5)].

So it appears that extending to the compactified minitwistor space \(\overline{\mathbb{T}}\) corresponds to extending across infinity in space-time \(\mathbb{R}^{2+1}\). However, unlike the standard twistor theory, the points at infinity ( \(t= \pm \infty\) ) do not correspond to holomorphic curves in the twistor space, at least not in any obvious geometrical way. This aspect should be investigated further.

\section*{IV. VECTOR BUNDLES AND YANG-MILLS-HIGGS FIELDS}

Holomorphic vector bundles over the standard threedimensional twistor space correspond to self-dual gauge fields in four-dimensional space-time (real or complexified). \({ }^{3,4,14}\) The "mini" or reduced version of this is that bundles over \(T\) correspond to gauge fields in three-space, satisfying the Bogomolny equations. The form in which this correspondence is best known is the positive-definite one, relating to monopoles on Euclidean three-space. \({ }^{10,11}\) In this section, we study the correspondence for gauge fields on \(\mathbb{R}^{2+1}\).

The construction works for any gauge group, but for simplicity let us take the group to be \(\mathrm{SU}(2)\). So a gauge potential \(A_{\mu}\) is a one-form on \(\mathbb{R}^{2+1}\) taking values in the Lie algebra su(2), i.e., each of \(A_{0}, A_{1}\), and \(A_{2}\) is an anti-Hermitian trace-free \(2 \times 2\) matrix. The gauge field is
\[
F_{\mu \nu}=\partial_{\mu} A_{v}-\partial_{\nu} A_{\mu}+\left[A_{\mu}, A_{\nu}\right]
\]

In addition to the gauge field, one has an su(2)-valued scalar field \(\Phi\) (the Higgs field). The Bogomolny equations are
\[
\begin{equation*}
D_{\mu} \Phi=\frac{1}{2} \epsilon_{\mu \alpha \beta} F^{\alpha \beta} \tag{16}
\end{equation*}
\]
where \(\epsilon_{\mu \alpha \beta}\) is the alternating tensor. [We adopt the sign convention \(\epsilon_{012}=-1\), with metric having signature -++ , cf. (3).]

Equations (16) are hyperbolic, and so describe the timeevolution of the Yang-Mills-Higgs system in \(\mathbb{R}^{2+1}\). Note that (16) implies the covariant wave equation
\[
\begin{equation*}
D_{\mu} D^{\mu} \Phi=0 \tag{17}
\end{equation*}
\]
by virtue of the Bianchi identity on \(F_{\mu \nu}\). In addition, (16) implies that
\[
\begin{equation*}
D^{\mu} F_{\mu v}=\frac{1}{2} \epsilon_{\alpha \beta v}\left[F^{\alpha \beta}, \Phi\right] \tag{18}
\end{equation*}
\]

Equations (17) and (18) are the Euler-Lagrange equations obtained from the Lagrangian
\[
\begin{equation*}
L=\frac{1}{2} \operatorname{tr} F_{\mu \nu} F^{\mu \nu}-\operatorname{tr}\left(D_{\mu} \Phi\right)\left(D^{\mu} \Phi\right) \tag{19}
\end{equation*}
\]
where \(\operatorname{tr}\) denotes trace. In other words, the solutions of (16) are also solutions of the equations of motion obtained from (19). However, (19) is not exactly the usual Yang-MillsHiggs Lagrangian, because in the latter the relative sign be-
tween the two terms is + rather than - . One consequence of this change is that the conserved energy functional obtained from (19) is not positive-definite. Indeed, this energy density vanishes identically for solutions of (16). This matter will be returned to later, after the following description of how to construct solutions of (16).

Solutions of (16) on \(\mathbb{R}^{2+1}\) may be generated from holomorphic rank-two vector bundles \(E\) over T, satisfying
(A) for every real section of \(\sigma\) of \(\mathbb{T},\left.E\right|_{\sigma}\) is trivial;
(B) \(\operatorname{det} E=1\) and \(E\) has a "real structure."

Condition (A) guarantees that the gauge field that will be constructed, is smooth (in fact real-analytic) on \(\mathbb{R}^{2+1}\). Condition (B) guarantees that the gauge field will be su(2) valued, as opposed to merely \(\mathrm{gl}(2, \mathbb{C})\) valued; the explanation of exactly what ( \(B\) ) means will be given below.

Let us use an explicit construction, covering \(T\) with two patches \(U\) and \(\widehat{U}\), assuming \(E\) is trivial on each of these, and patching \(E\) together by
\[
\begin{equation*}
\hat{\psi}=F \psi \tag{21}
\end{equation*}
\]
where \(F\) is a \(2 \times 2\) matrix of holomorphic functions on the overlap region \(U \cap \widehat{U}\). It is convenient to transform the coordinate \(\zeta\) by a fractional linear transformation
\[
\begin{equation*}
\lambda=(\zeta-i) /(\zeta+i) \tag{22}
\end{equation*}
\]
and to use \(\lambda\) instead of \(\zeta\) as the coordinate on \(\mathbb{P}_{1}\). The patches \(U\) and \(\widehat{U}\) used before [cf. (10)] become
\[
\begin{align*}
& U=\{|\lambda| \leqslant 1\} \\
& \widehat{U}=\{|\lambda| \geqslant 1, \text { including } \lambda=\infty\} \tag{23}
\end{align*}
\]

The conjugation operation \(\zeta \mapsto \bar{\zeta}\) is replaced by \(\lambda \mapsto \bar{\lambda}^{-1}\). The fiber-coordinate \(v\) [cf. (8)] is replaced by
\[
\begin{equation*}
\gamma=i \bar{z} \lambda+2 t-i z \lambda^{-1} \tag{24}
\end{equation*}
\]
where \(z=x+i y=x^{1}+i x^{2}\), and \(t=x^{0}\). So \(\gamma \lambda\) and \(\gamma \lambda^{-1}\) serve as fiber-coordinates on \(T\), for \(|\lambda| \leqslant 1\) and \(|\lambda| \geqslant 1\), respectively. Note that (24) is preserved by complex conjugation, in the sense that
\[
\overline{\gamma\left(x^{\mu}, \bar{\lambda}\right)}=\gamma\left(x^{\mu}, \bar{\lambda}-1\right)
\]

We can now define what the conditions (B) in (20) mean: as conditions on the patching matrix \(F\), they are
\[
\begin{equation*}
\operatorname{det} F=1, \quad F^{\dagger}=F, \tag{25}
\end{equation*}
\]
where \(F^{\dagger}\) is defined by
\[
\begin{equation*}
F^{\dagger}(\gamma, \lambda)=F(\bar{\gamma}, \bar{\lambda}-1)^{*} \tag{26}
\end{equation*}
\]
(here * denotes complex conjugate transpose).
The procedure for constructing \(A_{\mu}\) and \(\Phi\) is standard. \({ }^{14}\) If one restricts \(F(\gamma, \lambda)\) to a real section by imposing (24), then it is the patching matrix for a trivial bundle (by condition A), which means that it can be split:
\[
\begin{equation*}
F\left(i z \lambda+2 t-i z \lambda^{-1}, \lambda\right)=\widehat{H}\left(x^{\mu}, \lambda\right) H\left(x^{\mu}, \lambda\right)^{-1} \tag{27}
\end{equation*}
\]
where the matrix \(H\) is holomorphic for \(|\lambda| \leqslant 1\), and \(\hat{H}\) for \(|\lambda| \geqslant 1\). Further, condition (B) enables us to impose \(H^{\dagger}\) \(=\widehat{H}^{-1}\) and det \(H=1\). [Here \(H^{\dagger}\left(\mathrm{x}^{\mu}, \lambda\right):=H\left(x^{\mu}, \bar{\lambda}-1\right)^{*}\), cf. (26).] The two operators
\[
\begin{equation*}
\partial=\partial_{z}+\frac{1}{2} i \lambda-1 \partial_{t}, \quad \partial^{\dagger}=\partial_{\bar{z}}-\frac{1}{2} i \lambda \partial_{t} \tag{28}
\end{equation*}
\]
each annihilate the expression (24), and hence annihilate the left-hand side of (27). Acting on (27) with \(ð\) therefore gives
\[
\begin{equation*}
\widehat{H}^{-1} \partial \widehat{H}=H^{-1} \partial H \tag{29}
\end{equation*}
\]
and each side of (29) must be linear in \(\lambda^{-1}\). So \(H^{-1} \partial H\) has the form
\[
\begin{equation*}
H^{-1} ð H=\frac{1}{2}\left(A_{x}-i A_{y}\right)+\frac{1}{2} \lambda^{-1}\left(\Phi+i A_{t}\right), \tag{30}
\end{equation*}
\]
for some anti-Hermitian trace-free matrices \(A_{\mu}, \Phi\) which depend only on \(x^{\mu}\) (and not on \(\lambda\) ). From (29), (30), and the unitarity condition \(H^{\dagger}=\widehat{H}^{-1}\) we get
\[
\begin{equation*}
H^{-1} \delta^{\dagger} H=\frac{1}{2}\left(A_{x}+i A_{y}\right)+\frac{1}{2} \lambda\left(\Phi-i A_{t}\right), \tag{31}
\end{equation*}
\]
and the consistency condition for (30) and (31) is exactly the Bogomolny equation (16).

So holomorphic vector bundles over \(\mathbb{T}\), satisfying (20), generate solutions of (16). Not all solutions arise in this way, however: in particular, holomorphic bundles lead to solutions that are real-analytic, whereas Eqs. (16), being hyperbolic, admit nonanalytic solutions. But it is certainly the case that one may obtain all real-analytic solutions in this way, at least locally (by considering holomorphic bundles over the neighborhood of a real line in T). And the splitting procedure above works even if \(F\) is not analytic, so one can construct some nonanalytic solutions as well (although in this case they are not related to holomorphic bundles). This splitting, also known as the Birkhoff decomposition \({ }^{15}\) or Riemann-Hilbert factorization, has wide applicability.

As was remarked previously, the Bogomolny equations (16), or the Yang-Mills-Higgs equations (17), (18), appear not to admit a local, positive definite, conserved energy density. One can rewrite (16) in a form which does admit an energy functional, but the price one pays for this is the loss of Lorentz invariance. Roughly speaking, one expresses \(A_{\mu}\) and \(\Phi\) in terms of first derivatives of an \(\mathrm{SU}(2)\)-valued field \(J\), and the first-order equations (16) then become second-order equations for \(J\). The details are as follows.

Choose a gauge such that \(A_{t}=A_{y}\) and \(A_{x}=-\Phi\). Such a gauge exists for solutions of (16); in terms of the construction described above, it corresponds to choosing \(H\) such that \(\left.H\right|_{\lambda=1}=\mathbb{1}\) [cf. (30) and (31)]. Then \(J: \mathbb{R}^{2+1} \rightarrow \mathrm{SU}(2)\) is taken to be a solution of
\[
\begin{align*}
& A_{t}=A_{y}=\frac{1}{2} J^{-1}\left(J_{t}+J_{y}\right), \\
& A_{x}=-\Phi=\frac{1}{2} J^{-1} J_{x} . \tag{32}
\end{align*}
\]

The integrability condition for (32) follows from (16), and in addition (16) implies an equation on \(J\), namely
\[
\begin{equation*}
\eta^{\mu \nu} \partial_{\mu}\left(J^{-1} \partial_{\nu} J\right)+V_{\alpha} \epsilon^{\alpha \mu \nu} \partial_{\mu}\left(J^{-1} \partial_{\nu} J\right)=0 \tag{33}
\end{equation*}
\]
where \(V^{\alpha}\) is the unit vector in the \(x\)-direction, i.e., \(V_{\alpha}=(0,1,0)\). Conversely, given a solution \(J\) of (33), we can use (32) to get a solution of (16); so(16) and (33) are, in this sense, equivalent forms of the same thing. Equation (33) is a "chiral equation with torsion term" which admits a positive-definite conserved energy functional \({ }^{16,17}\) (rewritten in terms of \(A_{\mu}\) and \(\Phi\), this energy density would be nonlo\(\mathrm{cal})\). The equation has soliton solutions, both lumplike and wavelike. \({ }^{16-19}\)

\section*{V. REDUCTIONS AND THE SINE-GORDON EQUATION}

One may reduce the Bogomolny equation (16) to \(1+1\) dimensions, by (roughly speaking) requiring the fields to be independent of one of the space-time coordinates. In fact, this can be done in several different ways. In this section, we shall concentrate on one example which serves to illustrate the general situation: the soliton solution of the sine-Gordon equation. But first, it is worthwhile to mention a few other examples.

In order to reduce from \(2+1\) to \(1+1\) dimensions, one assumes that the fields are constant along some Killing vector field in \(\mathbb{R}^{2+1}\). There are several possibilities, depending on which Killing vector we choose. One choice is a null vector, say \(V=\partial_{t}-\partial_{y}\). So in this case, the fields \(A_{\mu}\) and \(\Phi\) are assumed to be annihilated by \(V\), and depend only on \(x\) and \(t+y\). The reduced equations are then parabolic (with \(t+y\) interpreted as "time"), and essentially reduce to either the nonlinear Schrödinger or the Korteweg-de Vries equation. \({ }^{20}\) In other words, these well-known soliton equations are in effect special cases of (16).

Another possibility is obtained by using the Killing vector field \(V=y \partial_{t}+t \partial_{y}\). Adopting the \(J\) description (33), we require that \(J\) be annihilated by \(V\), i.e., that \(J\) be a function only of \(x\) and \(\rho=\left(t^{2}-y^{2}\right)^{1 / 2}\) (restricted to the region \(t^{2}-y^{2}>0\) ). Then (33) reduces to
\[
\begin{equation*}
\partial_{x}\left(J^{-1} \partial_{x} J\right)-\rho^{-1} \partial_{\rho}\left(\rho J^{-1} \partial_{\rho} J\right)=0 \tag{34}
\end{equation*}
\]

Also, let us take the gauge group to be \(\operatorname{SL}(2, \mathbb{R})\) rather than \(\mathrm{SU}(2)\); this is achieved by an alteration of the reality condition (25). So \(J\) becomes an SL(2,R )-valued matrix. Finally, impose the condition that \(J\) be symmetric [which is consistent with Eq. (34) ]. Then (34) is effectively Einstein's vacuum equation for cylindrically-symmetric space-times (with \(x\) playing the role of time and \(\rho\) as the radial coordinate). \({ }^{21}\) Numerous ways have been developed for generating solutions of these reduced Einstein equations, and the solutions can be interpreted in many different ways (for example, as cylindrical gravitational waves, as cosmological models, and as "gravitational solitons"). The twistor description provides a more geometric way of constructing and interpreting such solutions, and may prove to be useful. \({ }^{21}\) (The corresponding structure for stationary axisymmetric space-times has already been studied in some detail. \({ }^{22}\) )

Let us return now to the sine-Gordon ( sG ) equation. To obtain this, we must reduce via a constant spacelike Killing vector, say \(V=\partial_{x}\). In addition, the number of dependent variables is reduced by imposing algebraic constraints on the fields \(A_{\mu}\) and \(\Phi\), consistent with Eq. (16). The situation may be summarized as follows.

Let \(g\) and \(\varphi\) be functions of \(t, y\). Take \(A_{\mu}\) and \(\Phi\) to have the form
\[
\begin{align*}
& A_{t}=-A_{y}=\frac{1}{2} i g \sigma_{2} \\
& A_{x}=-\frac{1}{4} i(1+\cos \varphi) \sigma_{3}-\frac{1}{4} i(\sin \varphi) \sigma_{1},  \tag{35}\\
& \Phi=\frac{1}{4} i(1-\cos \varphi) \sigma_{3}-\frac{1}{4} i(\sin \varphi) \sigma_{1},
\end{align*}
\]
where \(\sigma_{j}\) are the Pauli matrices. Substitute (35) into the Bogomolny equations (16); the function \(g\) is easily eliminated, and the only equation that remains is the sG equation
\[
\begin{equation*}
\varphi_{y y}-\varphi_{t t}=\sin \varphi . \tag{36}
\end{equation*}
\]

Note from (35) that \(\varphi\) and \(\Phi\) are related by
\[
\begin{equation*}
-\operatorname{tr} \Phi^{2}=\frac{1}{4}(1-\cos \varphi) \tag{37}
\end{equation*}
\]

Of course, one already knows how to construct solutions of the sG equation. The twistor picture merely gives an alternative (and more geometrical) view of the solutions. Let us see how to construct the one-soliton solution, for example.

The splitting procedure of Sec. IV can be carried out explicitly if the matrix \(F\) is upper triangular. \({ }^{14}\) In this particular case, take
\[
F(\gamma, \lambda)=\left[\begin{array}{cc}
\lambda & \Gamma(\gamma, \lambda)  \tag{38}\\
0 & \lambda^{-1}
\end{array}\right],
\]
where the function \(\Gamma\) is given by
\[
\begin{align*}
& \Gamma(\gamma, \lambda)=Q^{-1}\left(h^{-1}+h^{\dagger}\right), \\
& Q=(\lambda-\alpha)\left(\lambda^{-1}-\alpha\right)  \tag{39}\\
& h=\exp \left[\lambda^{-1} \gamma /\left(1-\alpha^{2}\right)\right]
\end{align*}
\]
( \(\alpha\) being a real number with \(|\alpha|<1\) ).
This patching matrix \(F\) does not satisfy the reality condition \(F^{\dagger}=F\), but it is equivalent to one which does. Namely, if we multiply \(F\) on the left by
\[
\left[\begin{array}{cc}
\lambda^{-1} Q & -h^{-1}  \tag{40}\\
h & 0
\end{array}\right]
\]
which is holomorphic on \(\widehat{U}\), then the resulting matrix does satisfy the reality condition. (Multiplying on the left by a matrix which is holomorphic and nonsingular on \(\widehat{U}\), and on the right by one which is holomorphic and nonsingular on \(U\), simply amounts to a change of coordinates in the bundle, and does not affect \(A_{\mu}\) or \(\Phi\).)

The gauge field generated by (38) can be expressed in terms of the function
\[
\begin{equation*}
\psi(t, x, y)=\oint \Gamma\left(i \bar{z} \lambda+2 t-i z \lambda^{-1}, \lambda\right) d \lambda /(2 \pi i \lambda) \tag{41}
\end{equation*}
\]
which is a solution of the wave equation [cf. (12)]. The contour in (41) is \(|\lambda|=1\). Furthermore, there is a concise expression for \(\operatorname{tr} \Phi^{2}\) in terms of \(\psi\), namely
\[
\begin{equation*}
\operatorname{tr} \Phi^{2}=\frac{1}{2}\left(\partial_{t}^{2}-\partial_{x}^{2}-\partial_{y}^{2}\right) \log \psi \tag{42}
\end{equation*}
\]

This is true no matter what \(\Gamma\) is. If we take \(\Gamma\) to be given by (39), then (41) yields
\[
\begin{equation*}
\psi=\left[2 /\left(1-\alpha^{2}\right)\right] e^{-i x} \cosh [\beta(y-V t)] \tag{43}
\end{equation*}
\]
where
\[
\begin{align*}
& V=-2 \alpha /\left(1+\alpha^{2}\right) \\
& \beta=\left(1+\alpha^{2}\right) /\left(1-\alpha^{2}\right)=\left(1-V^{2}\right)^{-1 / 2} \tag{44}
\end{align*}
\]

And then using (37) and (42) gives an expression for the sG field \(\varphi\), namely
\[
\begin{equation*}
\cos \varphi=1-2\left(\partial_{y}^{2}-\partial_{i}^{2}\right) \log \cosh [\beta(y-V t)] \tag{45}
\end{equation*}
\]
which is the one-soliton solution of (36).
In fact, one can check that (38) does indeed generate the fields \(A_{\mu}\) and \(\Phi\) of (35), where \(\varphi\) is the one-soliton solu-
tion (45). This way of doing things is made slightly awkward by the gauge freedom in \(A_{\mu}\) and \(\Phi\) (corresponding to the freedom in the matrices \(H\) and \(\widehat{H}\) which split \(F\) ). One may avoid this by using the gauge-invariant matrix \(J\), and generate the appropriate solutions of (33) by using the "Riemann problem with zeros." \(16,18,19\)

Multisoliton solutions can be understood similarly in this picture. One needs to use an upper triangular matrix \(F\) as in (38), except that \(\lambda\) and \(\lambda^{-1}\) on the diagonal are replaced by \(\lambda^{n}\) and \(\lambda^{-n}\), where \(n\) is a positive integer. In this case, there is a formula for \(\operatorname{tr} \Phi^{2}\) as in (42), with \(\psi\) replaced by the determinant of an \(n \times n\) matrix of functions, each generated by an integral like (41). The analogous formula for multisoliton solutions of the sG equation is, of course, well known. The details of all this have not yet been worked out, but it might be interesting to do so.
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An algorithm is developed for computing the \(n\)th gravitational multipole moment of an asymptotically flat, empty, stationary axisymmetric space-time. The moments are expressed in terms of the expansion coefficients of the Ernst potential on the axis of symmetry. The values of the first ten multipole moments are given.

\section*{I. INTRODUCTION}

During the past two decades there has been slow but relentless progress in the theory of relativistic gravitational multipole moments. These moments are expected to be an effective means of generating solutions of the gravitational equations \({ }^{1}\) as well as defining the space of relativistic states \({ }^{2}\) once an efficient algorithm for computing them is found. The basic ideas were developed by Geroch. \({ }^{3} \mathrm{He}\) considered multipole moments in curved, static, asymptotically flat and empty space-times. The \(n\)th moment is given by the value at spatial infinity of a symmetric and traceless tensor \(P_{i, i_{2} \cdots i_{n}}^{(n)}\left(x^{j}\right)\) on the background three-space \({ }^{4}\) of the timelike Killing trajectories.

Hansen \({ }^{1}\) and Thorne \({ }^{5}\) have generalized the notion of gravitational multipole moments to asymptotically flat stationary space-times. Their definitions are equivalent. A three-space ( \(\mathscr{M}, h\) ) with positive-definite metric \(h\) is called asymptotically flat if it can be conformally mapped to a manifold ( \(\widetilde{\mathscr{M}}, \widetilde{h}\) ) and
(i) \(\mathscr{\mathscr { H }}=\mathscr{M} \cup \Lambda\), where \(\Lambda\) is a single point;
(ii) \(\left.\Omega\right|_{\Lambda}=\left.\Omega_{, i}\right|_{\Lambda}=0,\left.\quad \widetilde{D}_{i} \widetilde{D}_{k} \Omega\right|_{\Lambda}=\left.\widetilde{h}_{i k}\right|_{\Lambda}\), where \(\widetilde{h}_{i k}=\Omega^{2} h_{i k}\).

There are two sets of multipole moments describing mass and angular momentum, respectively, and they are given in terms of two potentials. These potentials are constructed from the norm \(f=K^{\mu} K_{\mu}\) and curl \(\psi_{\mu}=\epsilon_{\mu \nu \rho \sigma} K^{v} K^{\rho ; \sigma}\) of the timelike Killing field \(K\). From the vacuum Einstein equations \(R_{\mu \nu}=0\), the curl is locally a gradient: \(\psi_{\mu}=\psi_{; \mu}\). It is convenient to unify these potentials in the complex Ernst notation
\[
\begin{equation*}
\mathscr{C}=f+i \psi \tag{1}
\end{equation*}
\]

The complex gravitational potential
\[
\begin{equation*}
\xi=(1-\mathscr{C}) /(1+\mathscr{E}) \tag{2}
\end{equation*}
\]
is assigned the conformal weight \(-\frac{1}{2}\), i.e.,
\[
\begin{equation*}
\widetilde{\xi}=\Omega^{-1 / 2} \xi \tag{3}
\end{equation*}
\]

The mass and the rotation potentials are then given by the real and imaginary parts, respectively,
\[
\begin{equation*}
\xi=\phi_{M}+i \phi_{J} \tag{4}
\end{equation*}
\]

The corresponding complex multipole tensors are defined \({ }^{1}\) recursively:
\[
\begin{align*}
& P^{(0)}\left(x^{j}\right)=\xi, \\
& P_{i}^{(1)}\left(x^{j}\right)=\xi_{i},  \tag{5}\\
& P_{i_{i}, i_{2} \cdots i_{n+1}}^{(n+1)}\left(x^{j}\right)=\mathscr{C}\left[D_{i_{n+1}} P_{i_{1} \cdots i_{n}}^{(n)}\right. \\
& \\
& \left.\quad-\frac{1}{2} n(2 n-1) R_{i_{1} i_{2}} P_{i_{3} \cdots i_{n+1}}^{(n-1)}\right],
\end{align*}
\]
where the symbol \(\mathscr{C}\) denotes the operation of taking the symmetric and trace-free part. The values of the \(n\)th multipole moment are given by the smooth continuation of the conformal image of the \(n\)th multipole tensor to the point \(\Lambda \in \widetilde{\mathscr{M}}\). [The conformal image \(\widetilde{P} \widetilde{i}_{1, i_{2} \cdots i_{n}}^{(n)}\left(x^{j}\right)\) is defined by the tilded version of Eqs. (5).]

A good candidate for the study of multipole moments is the class of axisymmetric gravitational fields. It has been shown \({ }^{6}\) that these metrics are determined by the value of the complex gravitational potential on the axis of symmetry. It is the purpose of this paper to present an algorithm for computing the gravitational multipole moments in asymptotically flat, empty, stationary axisymmetric space-times. In Sec. II we summarize the theory of gravitational multipole moments in such space-times. The power series expansion of the potential \(\tilde{\xi}\) on the symmetry axis will be used in Sec. III for obtaining the multipole moments. In Sec. IV we shall give the results of the computation for the first ten moments.

\section*{II. MOMENTS IN AXISTATIONARY SPACE-TIMES}

We first briefly review the theory of multipole moments in an asymptotically flat, empty, stationary, axisymmetric space-time. \({ }^{1}\) We write the metric in the canonical form
\[
\begin{align*}
d s^{2}= & (1 / f)\left[e^{2 \gamma}\left(d \rho^{2}+d z^{2}\right)+\rho^{2} d \varphi^{2}\right] \\
& -f(d t-\omega d \varphi)^{2} \tag{6}
\end{align*}
\]
where the functions \(f, \gamma\), and \(\omega\) depend only on \(x^{1}=\rho\) and \(x^{2}=z\).

Since tensors on the symmetry axis \(\rho=0\) are invariant under a rotation about the axis, the multipole moments \(\left.\widetilde{P}_{i_{1} \cdots i_{n}}^{(n)}\right|_{\Lambda}\) are necessarily multiples of the symmetric tracefree outer product of the axis vector \(n^{a}\) with itself. Hansen has defined the scalar moments by
\[
\begin{equation*}
P_{n}=\left.(1 / n!) \widetilde{P}_{i_{1} \cdots i_{n}}^{(n)} n^{i_{1}} \cdots n^{i_{n}}\right|_{\Lambda} \tag{7}
\end{equation*}
\]

Since on the axis \(n^{a}=(0,1,0)\), the moments are
\[
\begin{equation*}
P_{n}=\left.(1 / n!) \widetilde{P}_{2 \cdots 2}^{(n)}\right|_{\Lambda} \tag{8}
\end{equation*}
\]

Using (6), the metric on the three-dimensional manifold \(\mathscr{M}\) is
\[
h_{i j}=\left(\begin{array}{ccc}
e^{2 \gamma} & 0 & 0  \tag{9}\\
0 & e^{2 \gamma} & 0 \\
0 & 0 & \rho^{2}
\end{array}\right)
\]

After the coordinate transformation
\[
\begin{equation*}
\bar{\rho}=\rho /\left(\rho^{2}+z^{2}\right), \bar{z}=z /\left(\rho^{2}+z^{2}\right), \bar{\varphi}=\varphi \tag{10}
\end{equation*}
\]
the metric takes the form
\[
h_{\overline{i j}}=\frac{1}{\bar{r}^{4}}\left(\begin{array}{ccc}
e^{2 \gamma} & 0 & 0  \tag{11}\\
0 & e^{2 \gamma} & 0 \\
0 & 0 & \bar{\rho}^{2}
\end{array}\right),
\]
where \(\bar{r}^{2}=\bar{\rho}^{2}+\bar{z}^{2}\).
We drop the overbar from the coordinates. Let \(\tilde{\mathscr{M}}=\mathscr{M} \cup \Lambda\), where \(\Lambda\) is the origin. Let the metric on \(\tilde{\mathscr{M}}\) be \(\tilde{h}_{i j}=\Omega^{2} h_{i j}=\tau^{4} h_{i j}\). One can easily verify that if \(\left.\gamma\right|_{\wedge}=1\), the space is asymptotically flat. By Eq. (3), \(\widetilde{\xi}=(1 / r) \xi\). Then from the field equation for \(\xi\),
\[
\begin{equation*}
\left(r^{2} \tilde{\xi} \tilde{\xi}^{*}-1\right) \Delta \widetilde{\xi}=2 \tilde{\xi}^{*}\left[r^{2}(\nabla \widetilde{\xi})^{2}+2 \widetilde{\xi} \nabla \widetilde{\xi} \nabla r+\widetilde{\xi}^{2}\right] . \tag{12}
\end{equation*}
\]

The Ricci tensor is
\[
\begin{equation*}
\widetilde{R}_{i j}=\left(1 / D^{2}\right)\left(G_{i} G_{j}^{*}+G_{i}^{*} G_{j}\right), \tag{13}
\end{equation*}
\]
where \(D=r^{2} \widetilde{\xi} \widetilde{\xi}^{*}-1, G_{1}=z \widetilde{\xi}_{1}-\rho \widetilde{\xi}_{2}, G_{2}=\rho \widetilde{\xi}_{1}+z \widetilde{\xi}_{2}+\widetilde{\xi}\), and \(G_{3}=0\). The Christoffel symbols, which are necessary for the covariant differentiation in (5), are \(\Gamma_{13}^{3}=1 / \rho, \Gamma_{33}^{1}=-\rho e^{-2 \gamma}, \Gamma_{11}^{1}=\Gamma_{12}^{2}=-\Gamma_{22}^{1}=\gamma_{1}\), \(\Gamma_{22}^{2}=\Gamma_{12}^{1}=-\Gamma_{11}^{2}=\gamma_{2}\), and the remaining components are zero, where
\[
\begin{equation*}
\gamma_{1}=(\rho / 2)\left(\widetilde{R}_{11}-\widetilde{R}_{22}\right), \gamma_{2}=\rho \widetilde{R}_{12} \tag{14}
\end{equation*}
\]

It follows from Eq. (12) that \(\bar{\xi}\) is uniquely determined by its values on the axis. Let
\[
\widetilde{\xi}(\rho=0)=\sum_{n=0}^{\infty} m_{n} z^{n}
\]

It has been conjectured that \(P_{n}=m_{n}\). This is obviously true
for \(n=0\) and \(n=1\). For static solutions Hoenselaers has shown the conjecture to be true when \(n=2\). Furthermore Hansen \({ }^{1}\) has given the moments of the Kerr solution as \(P_{n}=m(i a)^{n}\), which conforms with the conjecture for all \(n\). Singer \({ }^{7}\) showed that \(P_{3}=m_{3}\). But Hauser \({ }^{8}\) found the conjecture to be false for \(n=4\) and 5. Subsequently, Hoenselaers \({ }^{9}\) has calculated the sixth and seventh moments.

\section*{III. GENERATING ALGORITHM}

The aim of this section is to construct a recursive algorithm for generating the \(n\)th gravitational multipole moment \(P_{n}\) in terms of the expansion coefficients \(m_{k}\). For obtaining \(\widetilde{P}_{i_{1} \cdots i_{n}}^{(n)}\), one has to calculate \(\partial_{1} \widetilde{P}_{i_{1} \cdots i_{n-1}}^{(n-1)}\) and \(\partial_{2} \widetilde{P}_{i_{1} \cdots i_{n-1}}^{(n-1)}\). Thus for the \(n\)th moment one needs \(\left.\partial_{1}^{a} \partial_{2}^{b} \tilde{\xi}\right|_{\Lambda}\), where \(a+b \leqslant n\). Here \(\widetilde{\xi}\) can be written as
\[
\begin{equation*}
\tilde{\xi}=\sum_{i, j=0}^{\infty} a_{i j} \rho^{i} z^{j}, \tag{15}
\end{equation*}
\]
where \(a_{0 j}=m_{j}\). Putting this into (12) yields
\((r+2)^{2} a_{r+2, s}=-(s+2)(s+1) a_{r, s+2}\)
\[
\begin{align*}
& +\sum_{\substack{k+m+p=r \\
l+n+q=s}} a_{k l} a_{m n}^{*}\left[a _ { p q } \left(p^{2}+q^{2}\right.\right. \\
& -4 p-5 q-2 p k-2 q l-2) \\
& +a_{\rho+2, q-2}(p+2)(p+2-2 k) \\
& \left.+a_{\rho-2, q+2}(q+2)(q+1-2 l)\right] .
\end{align*}
\]

Using this equation one can express the constants \(a_{i j}\) in terms of \(m_{k}\). For the calculation of a given \(a_{i j}\) one needs nearly all such \(a_{k l}\) for which \(i+j>k+l\), or for which \(i+j=k+l\) and \(k<j\). Equation (16) implies that \(a_{i j}=0\) if \(i\) is an odd number, which is necessary for \(\widehat{\xi}\) to be analytic at \(\Lambda\).

Define
\(P_{a, b, c}^{(n)}=\widetilde{P}_{\underbrace{(n)}_{a}}^{\underbrace{(n)}_{b}} \underbrace{2, \ldots \ldots 3}_{b}\),
where \(a+b+c=n\). Invoking the forms of the Christoffel symbols, the recursive definition (5) of the tensors \(\widetilde{P}_{i_{1}, \cdots i_{n}}^{(n)}\) takes the form
\[
\begin{align*}
P_{a, b, c}^{(n)}= & \frac{1}{n} \mathscr{C}\left\{a \frac{\partial}{\partial \rho} P_{a-1, b, c}^{(n-1)}+b \frac{\partial}{\partial z} P_{a, b-1, c}^{(n-1)}-\left[(a(a-1)+2 a b) \gamma_{1}+2 a c \frac{1}{\rho}\right] P_{a-1, b, c}^{(n-1)}\right. \\
& -[2 a b+b(b-1)] \gamma_{2} P_{a, b-1, c}^{(n-1)}+a(a-1) \gamma_{2} P_{a-2, b+1, c}^{(n-1)}+b(b-1) \gamma_{1} P_{a+1, b-2, c}^{(n-1)} \\
& +c(c-1) \rho e^{-2 \gamma} P_{a+1, b, c-2}^{(n-1)}-\left(n-\frac{3}{2}\right)\left[a(a-1) \widetilde{R}_{11} P_{a-2, b, c}^{(n-2)}\right. \\
& \left.\left.+2 a b \widetilde{R}_{12} P_{a-1, b-1, c}^{(n-2)}+b(b-1) \widetilde{R}_{22} P_{a, b-2, c}^{(n-2)}\right]\right\} \tag{18}
\end{align*}
\]
where now the symbol \(\mathscr{C}\) denotes the trace-free part only.
For \(\widetilde{P}_{i_{1} \cdots i_{n}}^{(n)}\) we also get the correct value if we replace \(\widetilde{P}_{i_{1} \cdots i_{k}}^{(k)}\) by
\[
\begin{equation*}
\widetilde{P}_{i_{1} \cdots i_{k}}^{(k)}+h_{\left(i, i_{2}\right.} Q_{\left.i_{3} \cdots i_{k}\right)}^{(k-2)}, \tag{19}
\end{equation*}
\]
where \(k<n\), and \(Q_{i_{3} \cdots i_{k}}^{(k-2)}\) is any tensor, since we get only additional terms that vanish when we take the trace-free part. As is shown in the Appendix, one can take the trace-free part by subtracting such a tensor. Define the tensors \(S_{a, b, c}^{(n)}\) by writing \(S\) instead of \(P\) everywhere in Eq. (18), adding \(h_{\left(i_{1} i_{2}\right.} Q_{\left.i_{3} \cdots i_{n}\right)}^{(n-2)}\) on the right-hand side, and dropping the operation \(\mathscr{C}\). Let
\[
\begin{equation*}
S_{0,0,0}^{(0)}=P_{0,0,0}^{(0)}, \quad S_{a, b, c}^{(1)}=P_{a, b, c}^{(1)} . \tag{20}
\end{equation*}
\]

Then
\[
\begin{equation*}
P_{a, b, c}^{(n)}=\mathscr{C}\left(S_{a, b, c}^{(n)}\right)_{a, b, c}^{(n)} . \tag{21}
\end{equation*}
\]

We now show that \(Q_{i_{1} \cdots i_{k}}^{(k-2)}\) can be chosen such that \(S_{a, b, c}^{(n)}=0\) if \(c \neq 0\). This is obviously true for \(n=0\) and \(n=1\). Suppose that it is true for \(k<n\). Obviously one has to choose \(Q_{a, b, c}^{(n)}\) so that \(Q_{a, b, c}^{(n)}=0\) if \(c \neq 0\). Then \(S_{a, b, c}^{(n)} \neq 0\) only if \(c=0\) or \(c=2\). From \(S_{a, b, 2}^{(n)}\) \(=0\) we get
\[
\begin{equation*}
Q_{a, b, 0}^{(n-2)}=[(n-1) / \rho] e^{-2 \gamma} S_{a+1, b, 0}^{(n-1)} \tag{22}
\end{equation*}
\]

Then \(S_{a, b, c}^{(n)}=0\) if \(c \neq 0\). Let \(S_{a}^{(n)}=S_{a, b, 0}^{(n)}\). The definition of the tensors \(P_{a, b, c}^{(n)}\) takes the form
\[
\begin{align*}
S_{0}^{(0)}= & \tilde{\xi}, \quad S_{0}^{(1)}=\frac{\partial}{\partial z} S_{0}^{(0)}, \quad S_{1}^{(1)}=\frac{\partial}{\partial \rho} S_{0}^{(0)}, \\
S_{a}^{(n)}= & \frac{1}{n}\left\{a \frac{\partial}{\partial \rho} S_{a-1}^{(n-1)}+(n-a) \frac{\partial}{\partial z} S_{a}^{(n-1)}+a\left[(a+1-2 n) \gamma_{1}-\frac{a-1}{\rho}\right] S_{a-1}^{(n-1)}\right. \\
& +(a-n)(a+n-1) \gamma_{2} S_{a}^{(n-1)}+a(a-1) \gamma_{2} S_{a-2}^{(n-1)} \\
& +(n-a)(n-a-1)\left(\gamma_{1}-\frac{1}{\rho}\right) S_{a+1}^{(n-1)}-\left(n-\frac{3}{2}\right)\left[a(a-1) \widetilde{R}_{11} S_{a-2}^{(n-2)}\right. \\
& \left.\left.+2 a(n-a) \widetilde{R}_{12} S_{a-1}^{(n-2)}+(n-a)(n-a-1) \widetilde{R}_{22} S_{a}^{(n-2)}\right]\right\}, \tag{23}
\end{align*}
\]
and
\[
\begin{equation*}
P_{a, b, c}^{(n)}=\mathscr{C}\left(S_{a}^{(n)}\right)_{a, b, c}^{(n)}, \tag{24}
\end{equation*}
\]
where \(\mathscr{C}\) denotes the trace-free part. For a given \(n S_{a}^{(n)}\) has only \(n+1\) components in contrast to the \(3^{n}\) components of the tensor \(\widetilde{P}_{i_{1} \cdots i_{n}}^{(n)}\).

Let \(\widetilde{R}_{11}=\rho^{2} R_{11}^{\prime}, \widetilde{R}_{12}=\rho R_{12}^{\prime}, \widetilde{R}_{22}=R_{22}^{\prime}, \gamma_{1}=\rho \gamma_{1}^{\prime}\), and \(\gamma_{2}=\rho^{2} \gamma_{2}^{\prime}\). Then it follows from (13) and (14) that \(R_{11}^{\prime}, R_{12}^{\prime}\), \(R_{22}^{\prime}, \gamma_{1}^{\prime}\), and \(\gamma_{2}^{\prime}\) are each power series in \(\rho^{2}\) and \(z\). Let
\[
\begin{equation*}
S_{a}^{(n)}=\rho^{a} \mathbf{Z}_{a}^{(n)} \tag{25}
\end{equation*}
\]

Then (23) becomes
\[
\begin{align*}
Z_{o}^{(0)}= & \tilde{\xi}, \quad Z_{o}^{(1)}=\frac{\partial}{\partial z} Z_{o}^{(0)}, \quad Z_{1}^{(1)}=\frac{\partial}{\partial \rho} Z_{o}^{(0)} \\
Z_{a}^{(n)}= & \frac{1}{n}\left\{a \frac{1}{\rho} \frac{\partial}{\partial \rho} Z_{a-1}^{(n-1)}+(n-a) \frac{\partial}{\partial z} Z_{a}^{(n-1)}\right. \\
& +a(a+1-2 n) \gamma_{1}^{\prime} Z_{a-1}^{(n-1)}+(a-n)(a+n-1) \gamma_{2}^{\prime} \rho^{2} Z_{a}^{(n-1)} \\
& +a(a-1) \gamma_{2}^{\prime} Z_{a-2}^{(n-1)}+(n-a)(n-a-1)\left(\rho^{2} \gamma_{1}^{\prime}-1\right) Z_{a+1}^{(n-1)} \\
& \left.\left.-\left(n-\frac{3}{2}\right)\left[a(a-1) R_{11}^{\prime} Z_{a-2}^{(n-2)}+2 a(n-a) R_{12}^{\prime} Z_{a-1}^{(n-2)}\right]+(n-a)(n-a-1) R_{22}^{\prime} Z_{a}^{(n-2)}\right]\right\} . \tag{26}
\end{align*}
\]

One can easily verify that \(Z_{a}^{(n)}\) again has the form of a power series in \(\rho^{2}\) and \(z\).

Since \(S_{a, b, c}^{(n)}=0\) if \(c \neq 0\), so when one takes the trace-free part, \(h^{33}\), which is singular at \(\Lambda\), does not occur. Hence using the trace-free part of \(\left.S_{a}^{(n)}\right|_{A}\), one gets the right value for \(\left.P_{a, b, c}^{(n)}\right|_{\Lambda}\), so
\[
\begin{equation*}
\left.P_{a, b, c}^{(n)}\right|_{\Lambda}=\mathscr{C}\left(\left.S_{a}^{(n)}\right|_{\Lambda}\right)_{a, b, c}^{(n)} \tag{27}
\end{equation*}
\]

Using (25) we obtain that \(\left.S_{a}^{(n)}\right|_{\Lambda}=0\) if \(a \neq 0\). For the calculation of the scalar moments we only need \(\left.\widetilde{P}_{2 \cdots 2}^{(n)}\right|_{\Lambda}\). Thus we have to calculate the trace-free part of a tensor \(S_{i_{1} \cdots i_{n}}^{(n)}\) for which only \(S_{2 \cdots 2}^{(n)} \neq 0\), and we need only the \(2 \cdots 2\) component of the result (Cf. Appendix). From the definition (7) of the scalar moments we get
\[
\begin{equation*}
P_{n}=[1 /(2 n-1)!!] S_{0}^{(n)} \tag{28}
\end{equation*}
\]

\section*{IV. THE COMPUTATION}

The computation up to the \(m\) th moment consists of the following steps.
(1) The coefficients \(a_{i j}\) in the power series expansion (15) of \(\tilde{\xi}\) are expressed in terms of \(m_{i}\) using the relation (16). We need the coefficients \(a_{i j}\) up to \(i+j \leqslant m\).
(2) The components of the Ricci tensor \(\widetilde{R}_{i j}\) are obtained from (13) as polynomials of degree \(m-2\) in \(\rho\) and \(z\). The derivatives of the metric function \(\gamma\) are then given by Eqs. (14).
(3) Computation of the quantities \(S_{0}^{(0)}=\tilde{\xi}, S_{0}^{(1)}\) \(=(\partial / \partial z) S_{0}^{(0)}\), and \(S_{1}^{(1)}=(\partial / \partial \rho) S_{0}^{(0)}\). The polynomial \(S^{(0)}\) is required to degree \(m\), but the polynomials \(S_{i}^{(1)}\) are needed only to order \(m-1\).
(4) Computation of the polynomials \(S_{a}^{(n)}\) from the recursive relation (23). Their respective degrees are \(m-n\). We need only the \(S_{a}^{(n)}\) 's for which \(a \leqslant m-n\) and \(a<n\).
(5) Evaluation of Eqs. (28) for the moments \(P_{n}\).

The evaluation of the moments by computer requires a
facility for differentiation and algebraic manipulation of polynomials. \({ }^{10}\) To reduce the size of computations, it is often advantageous \({ }^{11}\) to drop terms containing \(\rho^{i} z^{j}\) whenever \(i+j>n\) for some positive \(n\). We introduce the convenient notation
\[
M_{i j}=m_{i} m_{j}-m_{i-1} m_{j+1}
\]
where \(i>j+1\). The results of the computation of the first ten multipole moments are
\[
\begin{aligned}
& P_{0}=m_{0}, \\
& P_{1}=m_{1}, \\
& P_{2}=m_{2}, \\
& P_{3}=m_{3} \text {, } \\
& P_{4}=m_{4}-\frac{1}{7} M_{20} m_{0}^{*}, \\
& P_{5}=m_{5}-\frac{1}{21} M_{20} m_{1}^{*}-\frac{1}{3} M_{30} m_{0}^{*}, \\
& P_{6}=m_{6}+\frac{1}{33} M_{20} m_{0}^{* 2} m_{0}-\frac{5}{231} M_{20} m_{2}^{*}-\frac{4}{33} M_{30} m_{1}^{*}-\frac{8}{33} M_{31} m_{0}^{*}-\frac{6}{11} M_{40} m_{0}^{*} \text {, } \\
& P_{7}=m_{7}-\frac{3}{143} \boldsymbol{M}_{20} m_{0}^{* 2} m_{1}+\frac{10}{429} M_{20} m_{0}^{*} m_{1}^{*} m_{0}-\frac{5}{429} M_{20} m_{3}^{*}+\frac{15}{143} M_{30} m_{0}^{* 2} m_{0} \\
& -\frac{25}{429} M_{30} m_{2}^{*}-\frac{4}{39} M_{31} m_{1}^{*}-\frac{30}{143} M_{40} m_{1}^{*}-\frac{76}{143} M_{41} m_{0}^{*}-\frac{10}{13} M_{50} m_{0}^{*}, \\
& P_{8}=m_{8}-\frac{1}{143} M_{20} m_{0}^{* 3} m_{0}^{2}+\frac{1}{11} M_{20} m_{0}^{* 2} m_{2}-\frac{2}{143} M_{20} m_{0}^{*} m_{1}^{*} m_{1}+\frac{38}{3003} M_{20} m_{0}^{*} m_{0} m_{2}^{*} \\
& +\frac{1}{273} M_{20} m_{1}^{* 2} m_{0}-\frac{1}{143} M_{20} m_{4}^{*}-\frac{24}{143} M_{30} m_{0}^{* 2} m_{1}+\frac{12}{143} M_{30} m_{0}^{*} m_{1}^{*} m_{0} \\
& -\frac{14}{429} M_{30} m_{3}^{*}+\frac{3}{13} M_{31} m_{0}^{* 2} m_{0}-\frac{23}{429} M_{31} m_{2}^{*}+\frac{3}{13} M_{40} m_{0}^{* 2} m_{0}-\frac{15}{143} M_{40} m_{2}^{*} \\
& -\frac{34}{143} M_{41} m_{1}^{*}-\frac{4}{13} M_{50} m_{1}^{*}-\frac{45}{143} M_{42} m_{0}^{*}-\frac{11}{13} M_{51} m_{0}^{*}-M_{60} m_{0}^{*} \text {, } \\
& \boldsymbol{P}_{9}=m_{9}-\frac{1}{221} \boldsymbol{M}_{20} m_{3} m_{0}^{* 2}-\frac{1}{221} \boldsymbol{M}_{20} m_{5}^{*}+\frac{2}{221} \boldsymbol{M}_{20} m_{0}^{* 3} m_{0} m_{1}-\frac{21}{2431} M_{20} m_{0}^{* 2} m_{1}^{*} m_{0}^{2} \\
& +\frac{174}{2431} M_{20} m_{0}^{*} m_{2} m_{1}^{*}+\frac{20}{2431} M_{20} m_{0}^{*} m_{0} m_{3}^{*}-\frac{106}{17017} M_{20} m_{0}^{*} m_{2}^{*} m_{1} \\
& -\frac{41}{17017} M_{20} m_{1}^{* 2} m_{1}+\frac{8}{2431} M_{20} m_{1}^{*} m_{0} m_{2}^{*}-\frac{7}{221} M_{30} m_{0}^{* 3} m_{0}^{2} \\
& -\frac{18}{143} M_{30} m_{0}^{*} m_{1}^{*} m_{1}+\frac{112}{2431} M_{30} m_{0}^{*} m_{0} m_{2}^{*}+\frac{35}{2431} M_{30} m_{1}^{* 2} m_{0} \\
& -\frac{49}{2431} M_{30} m_{4}^{*}-\frac{24}{221} \boldsymbol{M}_{31} m_{0}^{* 2} m_{1}+\frac{42}{221} \boldsymbol{M}_{31} m_{0}^{*} m_{1}^{*} m_{0}-\frac{7}{221} \boldsymbol{M}_{31} m_{3}^{*} \\
& -\frac{38}{221} M_{40} m_{0}^{* 2} m_{1}+\frac{42}{221} M_{40} m_{0}^{*} m_{1}^{*} m_{0}-\frac{147}{2431} M_{40} m_{3}^{*}+\frac{7}{17} M_{41} m_{0}^{* 2} m_{0} \\
& -\frac{314}{2431} M_{41} m_{2}^{*}+\frac{7}{17} M_{50} m_{0}^{* 2} m_{0}-\frac{35}{221} M_{50} m_{2}^{*}-\frac{373}{2431} M_{42} m_{1}^{*}-\frac{87}{221} M_{51} m_{1}^{*} \\
& -\frac{7}{17} M_{60} m_{1}^{*}-\frac{148}{221} M_{52} m_{0}^{*}-\frac{20}{17} M_{61} m_{0}^{*}-\frac{21}{17} M_{70} m_{0}^{*} \text {, } \\
& P_{10}=m_{10}-\frac{70}{4199} M_{20} m_{3} m_{0}^{*} m_{1}^{*}-\frac{63}{323} M_{30} m_{3} m_{0}^{* 2}-\frac{56}{4199} M_{30} m_{5}^{*}
\end{aligned}
\]
\[
\begin{aligned}
& -\frac{1}{323} M_{20} m_{6}^{*}-\frac{112}{4199} M_{20} m_{2} m_{0} m_{0}^{* 3}+\frac{7}{4199} M_{20} m_{0}^{* 4} m_{0}^{3} \\
& -\frac{13}{4199} M_{20} m_{0}^{* 3} m_{1}^{2}+\frac{42}{4199} M_{20} m_{0}^{* 2} m_{1}^{*} m_{0} m_{1}-\frac{727}{138567} M_{20} m_{0}^{* 2} m_{0}^{2} m_{2}^{*} \\
& +\frac{38222}{969969} M_{20} m_{0}^{*} m_{2} m_{2}^{*}-\frac{37}{12597} M_{20} m_{0}^{*} m_{1}^{* 2} m_{0}^{2}+\frac{274}{46189} M_{20} m_{0}^{*} m_{0} m_{4}^{*} \\
& -\frac{146}{46189} M_{20} m_{0}^{*} m_{1} m_{3}^{*}+\frac{683}{57057} M_{20} m_{2} m_{1}^{* 2}+\frac{262}{138567} M_{20} m_{1}^{*} m_{0} m_{3}^{*} \\
& -\frac{106}{46189} M_{20} m_{1}^{*} m_{2}^{*} m_{1}+\frac{71}{138567} M_{20} m_{0} m_{2}^{* 2}+\frac{294}{4199} M_{30} m_{0}^{* 3} m_{0} m_{1} \\
& -\frac{168}{4199} M_{30} m_{0}^{* 2} m_{1}^{*} m_{0}^{2}+\frac{4144}{138567} M_{30} m_{0}^{*} m_{0} m_{3}^{*}-\frac{8960}{138567} M_{30} m_{0}^{*} m_{2}^{*} m_{1} \\
& -\frac{3010}{138567} M_{30} m_{1}^{* 2} m_{1}+\frac{112}{8151} M_{30} m_{1}^{*} m_{0} m_{2}^{*}-\frac{28}{323} M_{31} m_{0}^{* 3} m_{0}^{2} \\
& -\frac{264}{4199} M_{31} m_{0}^{* 2} m_{2}-\frac{348}{4199} M_{31} m_{0}^{*} m_{1}^{*} m_{1}+\frac{4872}{46189} M_{31} m_{0}^{*} m_{0} m_{2}^{*} \\
& +\frac{84}{2431} M_{31} m_{1}^{* 2} m_{0}-\frac{938}{46189} M_{31} m_{4}^{*}-\frac{28}{323} M_{40} m_{0}^{* 3} m_{0}^{2} \\
& -\frac{28}{247} M_{40} m_{0}^{*} m_{1}^{*} m_{1}+\frac{4872}{46189} M_{40} m_{0}^{*} m_{0} m_{2}^{*}+\frac{84}{2431} M_{40} m_{1}^{* 2} m_{0} \\
& -\frac{1764}{46189} M_{40} m_{4}^{*}-\frac{321}{4199} M_{41} m_{0}^{* 2} m_{1}+\frac{112}{323} M_{41} m_{0}^{*} m_{1}^{*} m_{0}-\frac{3626}{46189} M_{41} m_{3}^{*} \\
& -\frac{42}{323} M_{50} m_{0}^{* 2} m_{1}+\frac{112}{323} M_{50} m_{0}^{*} m_{1}^{*} m_{0}-\frac{392}{4199} M_{50} m_{3}^{*}+\frac{498}{4199} M_{42} m_{0}^{* 2} m_{0} \\
& -\frac{239}{2717} M_{42} m_{2}^{*}+\frac{210}{323} M_{51} m_{0}^{* 2} m_{0}-\frac{924}{4199} M_{51} m_{2}^{*}+\frac{210}{323} M_{60} m_{0}^{* 2} m_{0} \\
& -\frac{70}{323} M_{60} m_{2}^{*}-\frac{1426}{4199} M_{52} m_{1}^{*}-\frac{182}{323} M_{61} m_{1}^{*}-\frac{168}{323} M_{70} m_{1}^{*}-\frac{1553}{4199} M_{53} m_{0}^{*} \\
& -\frac{339}{323} M_{62} m_{0}^{*}-\frac{490}{323} M_{71} m_{0}^{*}-\frac{28}{19} M_{80} m_{0}^{*} . \\
& -
\end{aligned}
\]

Note that there exist algebraic identities among the quantities \(M_{i k}\) of the form
\[
m_{a+2} M_{b+2, c}+m_{c} M_{a+3, b+1}=m_{b+1} M_{a+3, c}
\]
where \(a \geqslant b \geqslant c\). This makes it possible to rearrange some terms. We have not been able to find a closed expression for all the terms in these results. For the Kerr metric we have \(M_{i k}=0\).

\section*{APPENDIX: TRACE-FREE PART OF A SYMMETRIC TENSOR}

The trace-free part of a symmetric \(n\)-index tensor \(T_{i, i_{2} \cdots i_{n}}=T_{\left(i, i_{2} \cdots i_{n}\right)}\) is obtained by adding multiples of symmetrized outer products of suitably many copies of the metric \(h_{i k}\) with the traces of the tensor \(T\),
\[
\begin{align*}
\mathscr{C}\left(T_{i_{1} \cdots i_{n}}\right)_{i_{1} \cdots i_{n}}= & T_{i_{1} \cdots i_{n}}+\sum_{k=1}^{[n / 2]} A_{k}^{(n)} h_{\left(i, i_{2}\right.} h_{i, i_{4}} \cdots h_{i_{2 k-1}} i_{2 k} \\
& \times h^{r_{1} r_{2}} h^{r_{3} r_{4} \cdots h^{r_{2 k-}-r_{2 k}}} T_{\left.r_{1} \cdots r_{2 k} i_{2 k}+\cdots i_{n}\right)} \tag{A1}
\end{align*}
\]

The values of the coefficients \(A_{k}^{(n)}\) are determined by the conditions satisfied by a symmetric and trace-free tensor \(\mathscr{C} T\),
\[
\begin{equation*}
\mathscr{C}\left(T_{i_{1} \cdots i_{n}}\right)_{i_{1} \cdots i_{n}} h^{i_{i} i_{2}}=0 \tag{A2}
\end{equation*}
\]

Although these relations are valid generally in \(D\) dimensions, we are interested here only in the values of \(A_{k}^{(n)}\) in \(D=3\) dimensions. From (A2) we then get the recursion relation
\[
A_{k+1}^{(n)}=-\frac{(n-2 k)(n-2 k-1)}{2(k+1)(2 n-2 k-1)} A_{k}^{(n)}
\]
and we can define \(A_{0}^{(n)}=1\). Thus we obtain the coefficients \(A_{m}^{(n)}\) in the trace-free part (A1),
\[
\begin{equation*}
A_{m}^{(n)}=\frac{(-1)^{m} n!(2 n-2 m-1)!!}{2^{m} m!(n-2 m)!(2 n-1)!!} . \tag{A3}
\end{equation*}
\]

As an application, we now consider a domain for which \(h_{22}=h^{22}=1\) [This holds on the \(z\) axis of a regular axisymmetric space with metric (3)], and compute \({ }^{12}\) the \(22 \cdots 2\)
component of the trace-free part of a symmetric tensor \(T_{i_{1} \cdots i_{n}}\) with the only nonvanishing component \(T_{22 \cdots 2}\),
\[
\begin{align*}
\mathscr{C}\left(T_{i_{1} \cdots i_{n}}\right)_{22 \cdots 2} & =T_{22 \cdots 2}+T_{22 \cdots 2} \sum_{m=1}^{[n / 2]} A_{m}^{(n)} \\
& =\frac{T_{2 \cdots 2} n!}{(2 n-1)!!} \sum_{m=0}^{[n / 2]} \frac{(-1)^{m}(2 n-2 m-1)!!}{2^{m} m!(n-2 m)!} \\
& =\frac{T_{2 \cdots 2} n!}{(2 n-1)!!} . \tag{A4}
\end{align*}
\]
\({ }^{1}\) R. O. Hansen, J. Math. Phys. 15, 46 (1974).
\({ }^{2}\) R. Beig, Acta Phys. Austriaca 53, 249 (1981).
\({ }^{3}\) R. Geroch, J. Math. Phys. 11, 2580 (1970)
\({ }^{4}\) The metric of the background space of Killing trajectories is defined by the projection \(h_{\mu \nu}=f g_{\mu \nu}+K_{\mu} K_{v}\) where local space-time coordinate indices
are chosen \(\mu, v, \ldots\). The integral curves of the vector field \(K\) (or points of the background three-space) will be labeled by \(\left\{x^{\prime}\right\}, i=1,2,3\). The commutator of the covariant derivatives of a three-vector \(v_{i}\) defines our sign convention for the curvature quantities by \(\left(D_{i} D_{j}-D_{j} D_{i}\right) v_{k}=R_{i j k r} v^{r}\) and \(\boldsymbol{R}_{i k}=\boldsymbol{R}_{i r k}^{r}\).
\({ }^{5}\) K. S. Thorne, Rev. Mod. Phys. 52, 299 (1980).
\({ }^{6}\) W. Simon and R. Beig, J. Math. Phys. 24, 1163 (1983); F. J. Ernst, in Solutions of Einstein's Equations, Techniques and Results, edited by C. Hoenselaers and W. Dietz (Springer, Heidelberg, 1984).
'B. Singer, thesis Universität Würzburg, 1985.
\({ }^{8}\) I. Hauser, private communication.
\({ }^{9}\) C. Hoenselaers, in Gravitational Collapse and Relativity, edited by H. Sato and T. Nakamura (World Scientific, Singapore, 1986).
\({ }^{10}\) At various stages of our work, we employed the algebraic language REduce [A. Hearn, Reduce user's manual (Rank, Santa Monica, 1983)] and POLYNOM (C. Hoenselaers, preprint 1982).
\({ }^{11}\) When one uses a REDUCE code, this can be achieved by declaring WEIGHT \(\rho=1, z=1\), WTlevel \(n\). To enable differentiation again, one can cancel truncation by CLEAR \(\rho, z\).
\({ }^{12}\) We are indebted to \(J\). Révai for evaluating the sum in (A4).
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\begin{abstract}
After a new presentation of the geometric theory of time-dependent systems in the Hamiltonian formulation, using Poisson structures, a characterization of canonoid transformations with respect to a dynamical vector field is given. The associated constants of motion and the generating functions of canonoid transformations are also studied. The theory is illustrated with several examples.
\end{abstract}

\section*{I. INTRODUCTION}

The symplectic geometry has been shown to be the appropriate geometric setting for the description of autonomous systems in both the Hamiltonian and Lagrangian approaches, but conversely as far as time-dependent systems are concerned, there exist different alternative geometric approaches. Leaving aside the homogeneous formulations (see e.g., Ref. 1 and other references therein), the geometric approach developed in Ref. 2 seems to be the most often used. The main difference versus the time-independent approach is the geometric meaning of the time. While in that case the time is only locally defined and arises as being the parameter of the integral curves of the vector field responsible for the dynamics, in this time-dependent approach the time will be a new variable and curves obtained by a time reparametrization have to be considered as equivalent ones. That means that the relevant mathematical objects in the theory are no longer vector fields and its integral curves but one-dimensional distributions and its integral submanifolds. However, use is very often made of the possibility of choosing vector fields representatives of such distributions in such a way that the parameter of their integral curves reduces to the time variable, up to a constant time translation.

The geometric approach to the theory of canonical transformations in the time-dependent case is not so clear as in the time-independent one, mainly because the space is odd-dimensional, and the situation is worse for the theory of canonoid transformations. In order to elucidate the geometric meaning of the concept of canonoid transformation as introduced in Ref. 3, we first give in Sec. II an alternative approach for the description of time-dependent systems based on the product structure \(\mathbf{R} \times M\), which allows us to define two supplementary distributions of vertical and horizontal fields and a one-to-one correspondence between these last fields and semibasic one-forms. By making use of these concepts, we introduce a Poisson bracket endowing \(\mathbf{R} \times M\) with a Poisson structure. An identification is also given of those vector fields whose integral curves are obtained as solutions of Hamilton-like equations. Poisson maps and canonical transformations are analyzed from this new perspective of Poisson structures \({ }^{4}\) in Sec. III.

We remark that not only canonical transformations in the phase space (those preserving the form of Hamilton equations of motion whatever the Hamiltonian \(H\) is) may be
relevant for solving, or at least simplifying, a specific problem. On the contrary, given such a problem, there exist other transformations that will also preserve the Hamiltonian character for the equations for this particular Hamiltonian \(H\) but may not be so for another Hamiltonian function \(H^{\prime}\). They are said to be canonoid \({ }^{3}\) with respect to \(H\). The properties of such transformations have recently been investigated \({ }^{5}\) in the time-independent case, using the tools of modern differential geometry. In this way, previous results obtained by Leubner and Marte \({ }^{6}\) and by Negri et al. \({ }^{7}\) were generalized and recovered in the language of symplectic manifolds, and furthermore, some additional interesting properties were obtained as, for instance, the existence of associated nonNoether constants of the motion.

One of the aims of this paper is to complete the geometric study of such canonoid transformations by covering the case of time-dependent systems. Consequently, the theory must be developed using as basic objects vector fields defined on odd-dimensional manifolds, and we must use constant rank presymplectic forms, i.e., degenerated closed twoforms, and contact structures in the sense of Ref. 2 instead of symplectic manifolds.

Once the theory of canonical transformations has been reviewed in this new approach, a suitable geometric definition of canonoid transformation with respect to a vector field may be introduced. This is made in Sec. IV, where its properties are also analyzed. The simplest case of a time-dependent two-dimensional system is used in Sec. V for an illustration of the physical meaning of the existence of canonoid transformations, and their consequences are explained; they give rise to constants of motion of a non-Noether theorem origin. The more general case of a higher-dimensional system is then presented in Sec. VI, and as well the theory of generating functions is developed in Sec. VII. Finally, several examples are collected in Sec. VIII.

\section*{II. TIME-DEPENDENT FORMALISM}

Let ( \(M, \omega\) ) be a \(2 n\)-dimensional symplectic manifold, and let \(N\) denote the product manifold \(N=\mathbf{R} \times M\). The natural coordinate on \(\mathbf{R}\) will be denoted \(t\) and \(\pi_{1}: \mathbf{R} \times M \rightarrow \mathbf{R}\) and \(\pi_{2}: \mathbf{R} \times M \rightarrow M\) are the projections of \(N\) onto \(\mathbf{R}\) and \(M\), respectively.

The standard approach to time-dependent Hamiltonian dynamics uses the so-called \({ }^{2}\) time-dependent vector fields \(X\)
in \(M\) and their suspensions to \(\mathbb{R} \times M\). A time-dependent vector field in \(M\) is a map \(X: \mathbb{R} \times M \rightarrow T M\) such that \(X(t, m) \in T_{m} M\) for any \((t, m) \in \mathbb{R} \times M\). Actually, these fields are but vector fields along the projection \(\pi_{2}\). For each such a field \(X\), there is an associated vector field \(\widetilde{X} \in \mathfrak{X}(N)\), such that
\(\pi_{2^{*}(1, m)}[\tilde{X}(t, m)]=X(t, m)\)
and \(\langle d t, \widetilde{X}\rangle=1\) (see e.g., Ref. 2). This vector field is called the suspension of \(X\).

We recall that if \(\omega\) is a two-form on a manifold \(P\), then the set \(R_{\omega}\) defined by \(R_{\omega}=\{v \in T P / i(v) \omega=0\}\) is called the characteristic set of \(\omega\). So a characteristic vector field is a vector field \(X\) such that \(X_{p} \in R_{\omega}\) for all \(p \in P\). Moreover, if \(\omega\) is of constant rank then \(R_{\omega}\) is a subbundle of \(T P\), and if \(\omega\) is also closed, then \(R_{\omega}\) is integrable as well.

Given a time-dependent Hamiltonian function \(H \in C^{\infty}(\mathbb{R} \times M)\), a contact form \(\omega_{H}\) is defined by \(\omega_{H}=\tilde{\omega}+d H \wedge d t\) where \(\tilde{\omega} \in \Lambda^{2}(\mathbb{R} \times M)\) denotes the twoform defined in \(\mathbb{R} \times M\) by the pullback \(\tilde{\omega}=\pi_{2}{ }^{*}(\omega)\). The dynamics is given by a field \(\widetilde{X}_{H}\) that is the suspension to \(\mathbb{R} \times M\) of a time-dependent field in \(M\) and is a characteristic field for \(\omega_{H}\). In this way, these fields \(\widetilde{X}_{H}\) represent, in this odd-dimensional manifold, something similar to the Hamiltonian vector fields in a symplectic manifold. Nevertheless, this usual approach presents some difficulties for giving a correct interpretation of some fundamental concepts, as for instance, the meaning of locally Hamiltonian time-dependent vector fields or Poisson brackets of time-dependent functions.

We are now going to introduce an alternative formalism in which horizontal vector fields and semibasic forms will be used to define a Poisson structure in \(N\) and for a geometric definition of canonoid and canonical transformations.

The product structure \(N=\mathbb{R} \times M\) and the natural chart for \(\mathbb{R}\) permits us to define a vector field \(\partial / \partial t\) that gives a basis for the \(C^{\infty}(N)\)-module of vertical (w.r.t. \(\pi_{2}\) ) vector fields. Similarly, the one-form \(d t\) defines a \(2 n\)-dimensional distribution and the vector fields in such a distribution will be called horizontal vector fields: they are annihilated by the one-form \(d t\). We also recall that a one-form \(\alpha \in \Lambda^{1}(N)\) is said to be semibasic (w.r.t. \(\pi_{2}\) ) if the contraction of \(\alpha\) with any vertical field vanishes, i.e., \(i(\partial / \partial t) \alpha=0\). We will denote \(\mathfrak{X}^{H}(\mathbb{R} \times M)\) and \(\Lambda_{\mathrm{sb}}^{1}(\mathbb{R} \times M)\), respectively, as the sets
\[
\mathfrak{X}^{H}(\mathbb{R} \times M)=\{X \in \mathfrak{X}(\mathbb{R} \times M) \mid\langle d t, X\rangle=0\}
\]
and
\[
\Lambda_{\mathrm{sb}}^{1}(\mathbb{R} \times M)=\left\{\alpha \in \Lambda^{\prime}(\mathbb{R} \times M) \left\lvert\, \alpha\left(\frac{\partial}{\partial t}\right)=0\right.\right\}
\]

If \(\left\{\xi^{i}\right\}, i=1, \ldots, 2 n\), are local coordinates for the manifold \(M\), the coordinate expressions for horizontal fields and semibasic forms in \(N\) in these coordinates are
\[
\begin{equation*}
X=f_{i}\left(t, \xi^{j}\right) \frac{\partial}{\partial \xi^{i}} \tag{2.1}
\end{equation*}
\]
and
\[
\begin{equation*}
\alpha=\alpha_{i}\left(t, \xi^{j}\right) d \xi^{i} \tag{2.2}
\end{equation*}
\]
respectively.
Given a one-form, \(\alpha \in \Lambda^{1}(N)\), we will denote \(\alpha^{\text {sb }}\) as the semibasic part of \(\alpha\), that is,
\[
\begin{equation*}
\alpha^{\mathrm{sb}}=\alpha-\left\{i\left(\frac{\partial}{\partial t}\right) \alpha\right\} d t \tag{2.3}
\end{equation*}
\]

In particular, if \(F \in C^{\infty}(N), d^{\text {sb }} F\) will denote the semibasic one-form defined by
\[
\begin{equation*}
d^{\mathrm{sb}} F=(d F)^{\mathrm{sb}}=d F-\left\{i\left(\frac{\partial}{\partial t}\right) d F\right\} d t \tag{2.4}
\end{equation*}
\]

These properties can be extended to higher degree forms, so any \(k\)-form \(\eta \in \Lambda^{k}\) ( \(N\) ) may be written as the sum of a semibasic \(k\)-form \(\eta^{\text {sb }}\) and a nonsemibasic \(k\)-form, and this splitting is unique. Also, \(d^{\mathrm{sb}} \eta=(d \eta)^{\mathrm{sb}}\).

Two important algebraic identities to be used later are
\[
\begin{align*}
& d^{\mathrm{sb}} F \wedge d t=d F \wedge d t  \tag{2.5a}\\
& i\left(X^{h}\right) d^{\mathrm{sb}} F=i\left(X^{h}\right) d F \tag{2.5b}
\end{align*}
\]
for \(F \in C^{\infty}(N)\) and any horizontal vector field \(X^{h} \in \mathfrak{X}^{H}(\mathbb{R} \times M)\).

The form \(\tilde{\omega}=\pi_{2}{ }^{*}(\omega)\) is degenerated and its kernel is made up by \(\pi_{2}\)-vertical vectors. The equation \(i(X) \tilde{\omega}=\alpha\) has a solution for \(X \in \mathfrak{X}(N)\) if an only if \(\alpha\) is semibasic; for instance, when \(\alpha\) is the differential of the pullback through the projection \(\pi_{2}\) of a function defined in \(M\). Moreover, the solution is not unique but undetermined up to the addition of a vertical field. Nevertheless, we can define via \(\tilde{\omega}\) a one-to-one linear map between the set of horizontal fields \(\mathfrak{X}^{H}(\mathbb{R} \times M)\) and that of semibasic one-forms \(\Lambda_{\mathrm{sb}}^{1}(\mathbb{R} \times M)\). So, if \(\alpha\) is a semibasic one-form, the vector field \(X_{\alpha}\) is the horizontal one such that \(i\left(X_{\alpha}\right) \tilde{\omega}=\alpha\). In a similar way, for a field \(X\) in \(\mathfrak{X}^{H}(\mathbb{R} \times M)\), the correspond one-form \(\alpha_{X}\) is determined by
\[
\begin{equation*}
\alpha_{X}=i(X) \tilde{\omega} \tag{2.6}
\end{equation*}
\]
and then \(\left\langle\alpha_{X}, \partial / \partial t\right\rangle=0\). This map is a linear bijection.
Consequently, if \(F: \mathbb{R} \times M \rightarrow \mathbb{R}\) is a \(C^{\infty}\)-function, then there is one horizontal vector field \(X_{F} \in \mathfrak{X}^{H}(\mathbb{R} \times M)\) uniquely determined by the condition
\[
\begin{equation*}
i\left(X_{F}\right) \tilde{\omega}=d^{\mathrm{sb}} F \tag{2.7}
\end{equation*}
\]

Now we can give an intrinsic definition of the Poisson bracket in \(\mathbb{R} \times M\) as follows.

Definition: Let \((M, \omega)\) be a symplectic manifold and \(F, G \in C^{\infty}(\mathbb{R} \times M)\) be time-dependent functions. The Poisson bracket of \(F\) and \(G\) is the function
\[
\begin{equation*}
\{F, G\}=\tilde{\omega}\left(X_{F}, X_{G}\right) \tag{2.8}
\end{equation*}
\]
where \(X_{F}\) and \(X_{G}\) are the horizontal vector fields associated with \(F\) and \(G\), respectively.

Using the property ( 2.5 b ), we have
\[
\tilde{\omega}\left(X_{F}, X_{G}\right)=i\left(X_{G}\right) d^{\mathrm{sb}} F=i\left(X_{G}\right) d F,
\]
so that we can express \(\{F, G\}\) in the alternative form
\[
\begin{equation*}
\{F, G\}=X_{G}(F)=-X_{F}(G) \tag{2.9}
\end{equation*}
\]

The set \(C^{\infty}(N)\) is so endowed with a Lie algebra structure. The map so defined is bilinear and skew-symmetric and for the Jacobi identity we will obtain first the value of \(X_{\{G, F\}}\). If \(F\) and \(G\) are arbitrary functions in \(N\), then using the identity
\[
i\left(\left[X_{F}, X_{G}\right]\right) \tilde{\omega}=L_{X_{r}}\left\{i\left(X_{G}\right) \tilde{\omega}\right\}-i\left(X_{G}\right) L_{X_{F}} \tilde{\omega}
\]
and the conditions defining \(X_{F}\) and \(X_{G}\), we will obtain
\[
\begin{aligned}
i\left(\left[X_{F}, X_{G}\right]\right) \tilde{\omega}= & L_{X_{F}}\left\{d G-\left\langle d G, \frac{\partial}{\partial t}\right) d t\right\} \\
& -i\left(X_{G}\right) d\left\{d F-\left\langle d F, \frac{\partial}{\partial t}\right\rangle d t\right\}
\end{aligned}
\]
where we have also used that \(L_{X_{F}} \tilde{\omega}=d\left\{i\left(X_{F}\right) \tilde{\omega}\right\}\), since \(\tilde{\omega}\) is closed. Therefore
\[
\begin{aligned}
i\left(\left[X_{F}, X_{G}\right]\right) \tilde{\omega}= & d\left(X_{F} G\right) \\
& -\left[X_{F}\left(d G, \frac{\partial}{\partial t}\right)-X_{G}\left(d F, \frac{\partial}{\partial t}\right)\right] d t
\end{aligned}
\]
and taking into account that
\[
X_{F}\left\langle d G, \frac{\partial}{\partial t}\right)-X_{G}\left\langle d F, \frac{\partial}{\partial t}\right)=i\left(\frac{\partial}{\partial t}\right) d\left\{\omega\left(X_{G}, X_{F}\right)\right\}
\]
we see that
\[
i\left(\left[X_{F}, X_{G}\right]\right) \tilde{\omega}=d^{\mathrm{sb}}\{G, F\}
\]
and as the vector field \(\left[X_{F}, X_{G}\right.\) ] is horizontal, the preceding relation shows that
\[
\begin{equation*}
\left[X_{F}, X_{G}\right]=X_{\{G, F\}} \tag{2.10}
\end{equation*}
\]

The Jacobi identity is a consequence of the fact that the twoform \(\tilde{\omega}\) is closed. Thus \(d \tilde{\omega}\left(X_{F}, X_{G}, X_{H}\right)=0\), and making use of the property (2.10), this is equivalent to the Jacobi identity for \(F, G\), and \(H\).

Note that Eq. (2.10) means that the correspondence assigning the horizontal vector field \(X_{F}\) to the function \(F\) is an antihomomorphism of Lie algebras.

Moreover, the Poisson bracket defined by (2.8) gives a Poisson structure \({ }^{4,8}\) on the manifold \(N\). In fact, the Leibniz property,
\[
\left\{F, G_{1} G_{2}\right\}=G_{1}\left\{F, G_{2}\right\}+G_{2}\left\{F, G_{1}\right\}
\]
follows from the definition \(\{F, G\}=-X_{F}(G)\), because \(X_{F}\) is a vector field. The skew-symmetric two-times contravariant tensor \(\Lambda\) defining the Poisson structure is defined by
\(\Lambda(d F, d G)=\{F, G\}=\tilde{\omega}\left(X_{F}, X_{G}\right)=-X_{F}(G)\).
Its rank is \(2 n\) and the kernel is generated by \(d t\). The tensor \(\Lambda\) can be used for defining vector fields corresponding to one-forms in \(N\) and the vector fields associated to exact forms \(d F\) are the Hamiltonian vector fields \(X_{F}\). The Casimir functions are the \(\pi_{1}\)-basic functions (pullback through the projection \(\pi_{1}\) of functions defined by \(\mathbb{R}\) ), namely, arbitrary functions of the time \(t\). If \(\left\{\xi^{i}\right\}\) with \(i=1, \ldots, 2 n\), are arbitrary local coordinates for \(M\), then the local expression for the Poisson bracket and the vector field \(X_{F}\), respectively, is given by \({ }^{9}\)
\[
\begin{align*}
& \{F, G\}=\frac{\partial F}{\partial \xi^{i}} J^{i k} \frac{\partial G}{\partial \xi^{k}}  \tag{2.12}\\
& X_{F}=\left\{\xi^{i}, F\right\} \frac{\partial F}{\partial \xi^{i}} \tag{2.13}
\end{align*}
\]
where \(J^{i k}\) denotes the fundamental Poisson brackets
\[
\begin{equation*}
J^{i k}=\left\{\xi^{i}, \xi^{k}\right\} \tag{2.14}
\end{equation*}
\]

In particular, if \(\left\{q^{i}, p_{i}\right\}\) are Darboux coordinates in \(M\) for the symplectic form \(\omega\), then the coordinate expression for the Poisson bracket \(\{F, G\}\) is
\[
\begin{equation*}
\{F, G\}=\sum_{i=1}^{n} \frac{\partial F}{\partial q^{i}} \frac{\partial G}{\partial p_{i}}-\frac{\partial F}{\partial q^{i}} \frac{\partial G}{\partial p_{i}} \tag{2.15}
\end{equation*}
\]

As a first application of the above definition, we will deduce the geometrical characterization of the Poisson bracket theorem, \({ }^{3}\) according to which a time evolution of a system is generated by some Hamiltonian if and only if for every pair of dynamical variables \(R, S\), the well-known following relation holds,
\[
\frac{d}{d t}\{R, S\}=\left\{\frac{d R}{d t}, S\right\}+\left\{R, \frac{d S}{d t}\right\}
\]
that in geometric terms reads
\[
\Gamma(\{R, S\})=\{\Gamma(R), S\}+\{R, \Gamma(S)\}
\]
where \(\Gamma\) is the vector field giving the dynamics.
It has recently been proved \({ }^{5}\) that for time-independent systems [that is, \(\Gamma \in \mathcal{X}(M)\) ], this relation is equivalent to \(\Gamma\) being locally Hamiltonian (that is, \(L_{\Gamma} \omega=0\) ). The following theorem presents the extension of this equivalence to the more general case of time-dependent systems.

Theorem: Let \((M, \omega)\) be a symplectic manifold and \(\Gamma \in \mathcal{X}(\mathbb{R} \times M)\) be a vector field. Then the relation
\[
\begin{equation*}
\Gamma(\{F, G\})=\{\Gamma(F), G\}+\{F, \Gamma(G)\} \tag{2.16}
\end{equation*}
\]
holds if and only if \(\Gamma\) preserves the horizontal distribution and \(L_{\Gamma} \tilde{\omega}\) annihilates any pair of horizontal fields.

Proof: The Lie derivative of the Poisson bracket \(\{F, G\}\) is given by
\[
\begin{aligned}
L_{\Gamma}\{F, G\}= & \left(L_{\Gamma} \tilde{\omega}\right)\left(X_{F}, X_{G}\right)+\tilde{\omega}\left(\left[\Gamma, X_{F}\right], X_{G}\right) \\
& +\tilde{\omega}\left(X_{F},\left[\Gamma, X_{G}\right]\right)
\end{aligned}
\]
where \(X_{F}\) and \(X_{G}\) are the horizontal vector fields associated to the semibasic differentials \(d^{\text {sb }} F\) and \(d^{\text {sb }} G\).

For \(\tilde{\omega}\left(\left[\Gamma, X_{F}\right], X_{G}\right)\) we get
\[
\begin{aligned}
\tilde{\omega}([\Gamma, & \left.\left.X_{F}\right], X_{G}\right) \\
= & i\left(X_{G}\right)\left(L_{\Gamma} d^{\mathrm{sb}} F\right)-\left(L_{\Gamma} \tilde{\omega}\right)\left(X_{F}, X_{G}\right) \\
= & i\left(X_{G}\right) d \Gamma(F)-\left\{i\left(\frac{\partial}{\partial t}\right) d F\right\}\left\{i\left(X_{G}\right) d \Gamma(t)\right\} \\
& -\left(L_{\Gamma} \tilde{\omega}\right)\left(X_{F}, X_{G}\right) \\
= & \{\Gamma(F), G\}-\left\{i\left(\frac{\partial}{\partial t}\right) d F\right\}\left\{i\left(X_{G}\right) d \Gamma(t)\right\} \\
& -\left(L_{\Gamma} \tilde{\omega}\right)\left(X_{F}, X_{G}\right)
\end{aligned}
\]
where we have used that \(i\left(X_{G}\right) d t=0\) and
\[
i\left(X_{G}\right) d^{\mathrm{sb}} \Gamma(F)=i\left(X_{G}\right) d \Gamma(F)
\]

A similar expression is obtained for \(\tilde{\omega}\left(X_{F}\left[\Gamma, X_{G}\right]\right)\), so, finally, \(L_{\Gamma}\{F, G\}\) turns out to be
\[
\begin{aligned}
L_{\Gamma}\{F, G\}= & \{\Gamma(F), G\}+\{F, \Gamma(G)\}-\left(L_{\Gamma} \tilde{\omega}\right)\left(X_{F}, X_{G}\right) \\
& +\left[\left\{i\left(\frac{\partial}{\partial t}\right) d G\right\} i\left(X_{F}\right)\right. \\
& \left.-\left\{i\left(\frac{\partial}{\partial t}\right) d F\right\} i\left(X_{G}\right)\right] d \Gamma(t) .
\end{aligned}
\]

Therefore, if we assume that \(\Gamma\) is such that \(\langle d t, \Gamma\rangle\) only depends on \(t\) and \(L_{\Gamma} \tilde{\omega}\) annihilates any pair of horizontal fields, then the relation (2.16) is true. Conversely, if this
relation holds, necessarily \(\left(L_{\Gamma} d t\right)\left(X_{F}\right)=0 \quad\) and \(\left(L_{\Gamma} \tilde{\omega}\right)\left(X_{F}, X_{G}\right)=0\) for any pair of functions.

Notice that the first of these two conditions,
\[
\operatorname{Ker} L_{\Gamma}(d t)=\mathfrak{X}^{H}(\mathbb{R} \times M)
\]
means that \(\Gamma\) preserves \(\operatorname{Ker}(d t)\), or in an equivalent way, that the horizontal distribution \(\mathfrak{X}^{H}(\mathbb{R} \times M)\) is invariant under \(\Gamma\), namely,
\[
\left[\Gamma, \mathfrak{X}^{H}(\mathbb{R} \times M)\right] \subset \mathfrak{X}^{H}(\mathbb{R} \times M)
\]

In relation to the second condition it seems that, for those vector fields preserving \(\mathfrak{X}^{H}(\mathbb{R} \times M)\), the vanishing of the restriction to that distribution of \(L_{\Gamma} \tilde{\omega}\) is the analog in \(\mathbb{R} \times M\) of being locally Hamiltonian in a symplectic manifold. Remark that this means that \(\left(L_{\Gamma} \tilde{\omega}\right)^{\mathrm{sb}}=0\).

A general vector field in \(\mathbb{R} \times \boldsymbol{M}\) is locally written in the form
\[
\Gamma=a^{k} \frac{\partial}{\partial q^{k}}+b^{k} \frac{\partial}{\partial p_{k}}+c \frac{\partial}{\partial t}
\]

Then the first condition, that characterizes only the vertical part of \(\Gamma\), tells us that the coefficient \(c\) must be a function of \(t\) along, \(c=c(t)\), while the second one, that characterizes only the horizontal part, concerns the coefficients \(a^{k}\) and \(b^{k}\) by imposing the well-known relations \(\partial a^{k} / \partial q^{i}\) \(=-\partial b^{k} / \partial p_{i}\).

The above theorem asserts that vector fields \(\Gamma\), for which \(\langle d t, \Gamma\rangle=c(t) \neq 1\), can be admissible for the description of time-dependent Hamiltonian dynamics. In this case, their integral curves will be parametrized by a parameter \(s\) that does not correspond with the time \(t\), but \(d t / d s=c(t)\) on the integral curves. The following proposition studies the particular case of vector fields for which \(\langle d t, \Gamma\rangle=1\) and gives a more direct characterization of the locally Hamiltonian behavior for them.

Proposition: Let \(\Gamma \in \mathfrak{X}(\mathbb{R} \times M)\) satisfy \(\langle d t, \Gamma\rangle=1\), and define \(\omega_{\Gamma} \in \Lambda^{2}(\mathbb{R} \times M)\) by
\[
\omega_{\Gamma}=\tilde{\omega}+i(\Gamma) \tilde{\omega} \wedge d t
\]

Then
\[
\left(L_{\Gamma} \tilde{\omega}\right)\left(X^{h}, Y^{h}\right)=0, \quad \forall X^{h}, Y^{h} \in \mathfrak{X}^{H}(\mathbb{R} \times M)
\]
is equivalent to \(L_{\Gamma} \omega_{\Gamma}=0\).
Proof: If \(L_{\Gamma} \tilde{\omega}\) annihilates any pair of horizontal fields, then we can write
\[
L_{\Gamma} \tilde{\omega}=\delta \wedge d t, \quad \delta \in \Lambda^{\prime}(\mathbb{R} \times M)
\]

But as \(L_{\Gamma} \tilde{\omega}=d[i(\Gamma) \tilde{\omega}]\), we have \(d[i(\Gamma) \tilde{\omega}]=\delta \wedge d t\), and therefore
\[
\begin{aligned}
d \omega_{\Gamma} & =d[\tilde{\omega}+i(\Gamma) \tilde{\omega} \wedge d t] \\
& =d \tilde{\omega}+\left(L_{\Gamma} \tilde{\omega}\right) \wedge d t \\
& =0
\end{aligned}
\]

Since \(\langle d t, \Gamma\rangle=1\), the vector field \(\Gamma\) is characteristic of \(\omega_{\Gamma}\), and consequently \(L_{\Gamma} \omega_{\Gamma}=0\).

Conversely, let us assume that \(L_{\Gamma} \omega_{\Gamma}=0\) holds. Then,
\[
L_{\Gamma} \tilde{\omega}+\left[i(\Gamma) L_{\Gamma} \tilde{\omega}\right] \wedge d t=0
\]
and therefore \(L_{\Gamma} \tilde{\omega}\) annihilates any pair of horizontal vector fields.

\section*{III. POISSON MAPS AND CANONICAL TRANSFORMATIONS}

The time-preserving Poisson transformations \(\Phi: N \rightarrow N\) of ( \(N, \Lambda\) ), i.e., such that \(\Phi^{*} t=t\), will play a relevant role in the time-dependent Hamiltonian formalism in much the same way as in the autonomous case. They are time-preserving diffeomorphisms \(\Phi: N \rightarrow N\) such that \(\Phi^{*} \Lambda=\Lambda\), or in other words, \(\{F, G\} \circ \Phi=\{F \circ \Phi, G \circ \Phi\}\) for any pair of functions \(F, G \in C^{\infty}(N)\). A characterization of such transformations in terms of the transformation properties of \(\tilde{\omega}\) is given in the following theorem.

Theorem: A time preserving diffeomorphism \(\Phi: N \rightarrow N\) is a Poisson map if and only if there exists one semibasic oneform \(\boldsymbol{\kappa}\) such that
\[
\begin{equation*}
\Phi^{*} \tilde{\omega}=\tilde{\omega}+\kappa \wedge d t \tag{3.1}
\end{equation*}
\]

Proof: The condition for \(\Phi: N \rightarrow N\) to be a Poisson map is written using the definition (2.8) of the Poisson bracket as follows:
\[
\Phi^{*}\left[\tilde{\omega}\left(X_{F}, X_{G}\right)\right]=\tilde{\omega}\left(X_{F \circ \Phi}, X_{G \circ \Phi}\right), \quad \forall F, G \in C^{\infty}(N)
\]
or in a different, but equivalent, way,
\[
\Phi^{*}\left[i\left(X_{G}\right) d F\right]=i\left(X_{G \circ \Phi}\right) d(F \circ \Phi)
\]

The left-hand side of this expression can also be rewritten in such a way that the preceding relation becomes
\[
i\left(\Phi^{-1} * X_{G}\right) d(F \circ \Phi)=i\left(X_{G \circ \Phi}\right) d(F \circ \Phi)
\]
and this shows that \(\Phi\) is a Poisson map if and only if
\[
\begin{equation*}
\Phi^{-1}, X_{G}=X_{G \circ \Phi}, \quad \forall G \in C^{\infty}(N) \tag{3.2}
\end{equation*}
\]

If \(\Phi\) is time-preserving, the image under \(\Phi\) of the definition (2.7) of the horizontal field \(X_{F}\) is
\[
\begin{equation*}
i\left(\Phi^{-1} * X_{F}\right) \Phi^{*} \tilde{\omega}=d(F \circ \Phi)-\Phi^{*}\left(\left\langle d F, \frac{\partial}{\partial t}\right\rangle\right) d t \tag{3.3}
\end{equation*}
\]

Let us assume that there exists a semibasic one-form \(\kappa\) such that \(\Phi^{*} \tilde{\omega}=\tilde{\omega}+\kappa \wedge d t\). By contracting this relation with the vector field \(\partial / \partial t\), we see that \(\kappa=-i(\partial / \partial t) \Phi^{*} \tilde{\omega}\). Then, using that \(\Phi^{-1} * X_{F}\) is horizontal since \(\Phi\) is time preserving, (3.3) becomes
\[
\begin{align*}
i\left(\Phi^{-1} * X_{F}\right) \tilde{\omega}= & d(F \circ \Phi)-\left\{i\left(\Phi^{-1} \cdot X_{F}\right) \kappa\right. \\
& \left.+\Phi^{*}\left(\left\langle d F, \frac{\partial}{\partial t}\right\rangle\right)\right\} d t \tag{3.4}
\end{align*}
\]

Now, taking into account that \(\kappa=-i(\partial / \partial t) \Phi^{*} \tilde{\omega}\), the term \(i\left(\Phi^{-1} * X_{F}\right) \kappa\) can be replaced on the right-hand side of (3.4) by
\[
i\left(\Phi^{-1} \cdot X_{F}\right) i\left(\frac{\partial}{\partial t}\right) \Phi^{*} \tilde{\omega}=-\left(\Phi^{*} \tilde{\omega}\right)\left(\frac{\partial}{\partial t^{\prime}} \Phi^{-1} X_{F}\right)
\]
and therefore (3.4) becomes
\[
\begin{aligned}
i\left(\Phi^{-1} \cdot X_{F}\right) \tilde{\omega}= & d(F \circ \Phi)-\Phi *\left(\left\langle d F, \frac{\partial}{\partial t}\right\rangle\right) d t \\
& -\left\langle d^{\mathrm{sb}} F, \Phi_{*}\left(\frac{\partial}{\partial t}\right)\right) d t \\
= & d^{\mathrm{sb}}\left(\Phi^{*} F\right)
\end{aligned}
\]

Since \(\Phi\) is time-preserving, the vector field \(\Phi^{-1}, X_{F}\) is
horizontal, and in this way we see that \(\Phi^{-1} \cdot X_{F}=X_{F \circ \Phi}\). Therefore \(\Phi\) will be a Poisson map.

Conversely, let us assume that \(\Phi\) is time-preserving and (3.2) is true for any function \(G \in C^{\infty}(N)\). Taking into account that
\[
\begin{aligned}
i\left(\Phi^{-1} X_{G}\right) \tilde{\omega} & =d^{\mathrm{sb}}\left(\Phi^{*} G\right) \\
& =d\left(\Phi^{*} G\right)-\left\langle d\left(\Phi^{*} G\right), \frac{\partial}{\partial t}\right) d t
\end{aligned}
\]
transforms under \(\Phi\) into
\[
\begin{equation*}
i\left(X_{G}\right) \Phi^{-1^{*}} \tilde{\omega}=d G-\Phi^{-1^{*}}\left(d\left(\Phi^{*} G\right), \frac{\partial}{\partial t}\right) d t \tag{3.5}
\end{equation*}
\]
together with \(i\left(X_{G}\right) \tilde{\omega}=d^{\mathrm{sb}} G\), we obtain that \(\Phi^{*} \tilde{\omega}-\tilde{\omega}\) annihilates any pair of horizontal vector fields \(X_{F}, X_{G}\) and since they give a local basis for \(\mathfrak{X}(N)\), there will exist a one-form \(\delta\) such that \(\Phi^{*} \tilde{\omega}-\tilde{\omega}\) can be written as \(\Phi^{*} \tilde{\omega}-\tilde{\omega}=\delta \wedge d t\), and then \(\kappa=-\Phi^{*} \delta\) is such that \(\Phi^{*} \tilde{\omega}=\tilde{\omega}+\kappa \wedge d t\).

Note that this transformation law can be rewritten as \(\left(\Phi^{*} \tilde{\omega}\right)^{\mathrm{sb}}=\tilde{\omega}\).

Lemma: Let \(\alpha\) be a semibasic one-form. Then, \(\alpha \wedge d t\) is closed if and only if \(\alpha\) is the semibasic part of a closed form.

Proof: Let
\[
\alpha=a_{i}\left(q^{k}, p_{k}, t\right) d q^{i}+b^{i}\left(q^{k}, p_{k}, t\right) d p_{i}
\]
the local expression of \(\alpha\) in Darboux coordinates for \(\tilde{\omega}\). Then, \(\alpha\) is closed if and only if
\[
\frac{\partial a_{i}}{\partial q^{k}}=\frac{\partial a_{k}}{\partial q^{i}}, \quad \frac{\partial b^{j}}{\partial p_{k}}=\frac{\partial b^{k}}{\partial p_{j}}, \quad \frac{\partial a_{i}}{\partial p_{k}}=\frac{\partial b^{k}}{\partial q^{i}}
\]
and this means that there exists a function \(H\) such that
\[
a_{j}=\frac{\partial H}{\partial q^{j}}, \quad b^{j}=\frac{\partial H}{\partial p_{j}}
\]
from which we see that \(\alpha\) locally coincides with \(d^{\text {sb }} H\). The converse is obvious because if \(\alpha=\beta^{\text {sb }}\) with \(\beta\) a closed oneform, then \(\alpha \wedge d t=\beta \wedge d t\) and therefore \(\alpha \wedge d t\) is closed. \(\square\)

Let us remark that since \(\omega\) is closed, the semibasic oneform \(\kappa\) arising in (3.1) is such that \(d \kappa \wedge d t=0\), and according to the previous lemma, this means that there will locally exist a function \(K_{\Phi}\) such that \(\kappa=d^{\mathrm{bb}} K_{\Phi}\).

The characterization of time-preserving Poisson diffeomorphisms in terms of \(\tilde{\omega}\) supports the definition of canonical transformation, although some authors apply it only for the case corresponding to \(\kappa\) being an exact form. Actually, Eq. (3.1) of the above theorem corresponds to the property \((S)\) of Ref. 2. Hereafter we will refer to such canonical transformations as Poisson maps. When we have a one-parameter subgroup \(\Phi_{S}\) of such canonical transformations, then there will exist a family \(\kappa_{S}\) of semibasic one-forms such that \(\Phi_{S}{ }^{*} \tilde{\omega}=\tilde{\omega}+\kappa_{S} \wedge d t\) and therefore if \(X\) is the infinitesimal generator of \(\Phi_{S}\), then \(L_{X} \tilde{\omega}=\zeta \wedge d t\), where \(\zeta\) is the semibasic one-form \(\zeta=\left(\left.(d / d s) \kappa_{S}\right|_{s=0}\right)^{\text {sb }}\). The vector field \(X\) is horizontal because the \(\Phi_{S}\) are time-preserving.

The form \(\xi\) also satisfies that \(d \xi \wedge d t=0\) and therefore it is possible to find, at least locally, a function \(K\) such that \(L_{X} \tilde{\omega}=d K^{\mathrm{sb}} \wedge d t\). This property is equivalent to saying that \(L_{X} \tilde{\omega}\) vanishes on every pair of horizontal vector fields. On the other hand, the condition indicating that \(\Phi_{S}\) is a sub-
group of canonical transformation \(L_{X} \Lambda=0\), reduces to that of the Poisson bracket theorem because of
\[
\begin{aligned}
\left(L_{X} \Lambda\right. & )(d F, d G) \\
& =L_{X}\{F, G\}-\Lambda\{d(X F), d G\}-\Lambda(d F, d(X G)) \\
& =L_{X}\{F, G\}-\{X(F), G\}-\{F, X(G)\}
\end{aligned}
\]

A general vector field will be called locally Hamiltonian with respect to the Poisson structure \(\Lambda\) if \(L_{X} \Lambda=0\). Notice that in such a case \(i(X) d t\) must only be a function of \(t\), because the preceding relation shows that \(\{i(X) d t, F\}=0\), \(\forall F \in C^{\infty}(\mathbb{R} \times M)\), and therefore \(i(X) d t\) can only depend on \(t\).

Let \(\Gamma\) be a vector field in \(\mathbb{R} \times M\) such that \(i(\Gamma) d t=1, \alpha\) a semibasic one-form, and define \(\omega_{\alpha}=\tilde{\omega}+\alpha \wedge d t\). Then \(i(\Gamma) \omega_{\alpha}=0\) if and only if \(i(\Gamma) \tilde{\omega}=\alpha\) and \(i(\Gamma) \alpha=0\).

Proposition: Let \(\alpha\) be a semibasic one-form in \(N\). The two-form \(\alpha \wedge d t\) is closed if and only if \(d \alpha\) annihilates any pair of horizontal fields.

Proof: If \(\alpha \wedge d t\) is closed, then \(d \alpha \wedge d t=0\). This means that \(d \alpha\) is of the form
\[
d \alpha=n \wedge d t, \quad n \in \Lambda_{\mathrm{sb}}^{1}(\mathbb{R} \times M)
\]
and thus
\[
(d \alpha)\left(X^{h}, Y^{h}\right)=0, \quad \forall X^{h}, Y^{h} \in \mathfrak{X}^{H}(\mathbb{R} \times M)
\]

Conversely, if
\[
(d \alpha)\left(X^{h}, Y^{h}\right)=0, \quad \forall X^{h}, Y^{h} \in \mathfrak{X}^{H}(\mathbb{R} \times M)
\]
we can write \(d \alpha=n \wedge d t\) and therefore \(d \alpha \wedge d t\) \(=d(\alpha \wedge d t)=0\).

According to this proposition, if \(\Gamma\) satisfies \(\left(L_{\Gamma} \tilde{\omega}\right)\left(X^{h}, Y^{h}\right)=0\), then \(d \omega_{\alpha}=0\) and the pair ( \(\mathbb{R} \times M, \omega_{\alpha}\) ) is a contact manifold, \({ }^{2}\) that is, the manifold is odd-dimensional and \(\omega_{\alpha}\) is a presymplectic form of maximal rank. Moreover, there will exist a closed one-form \(\zeta_{\alpha}\) such that \(\alpha=\left(\zeta_{\alpha}\right)^{\text {sb }}\). The one-form \(\zeta_{\alpha}\) can be locally expressed by the differential of a function \(H\) and therefore \(\alpha\) is locally written as \(\alpha=d^{\text {sb }} H\) and \(\omega_{\alpha}\) as \(\omega_{H}\). The vector field \(\Gamma\) is then a characteristic field of \(\omega_{\alpha}\) and the coordinate expression of \(\Gamma\) in Darboux coordinates for \(\tilde{\omega}\) is
\[
\Gamma=\frac{\partial H}{\partial p_{i}}-\frac{\partial}{\partial q^{i}}-\frac{\partial H}{\partial q^{i}} \frac{\partial}{\partial p_{i}}+\frac{\partial}{\partial t}
\]

If \(\Phi\) is a time-preserving Poisson map, then using \(\Phi^{*} \tilde{\omega}=\tilde{\omega}+\kappa \wedge d t\), we obtain for any ( \(\mathbb{R} \times M, \omega_{\alpha}=\omega_{\Gamma}\) ) a new contact structure ( \(\mathbb{R} \times M, \omega_{\beta}\) ), with \(\omega_{\beta}\) defined by
\[
\begin{aligned}
\omega_{\beta} & =\omega_{\Phi . \Gamma} \\
& \left.=\tilde{\omega}+\left\{\Phi_{*} \Gamma\right) \tilde{\omega}\right\} \wedge d t
\end{aligned}
\]
and satisfying \(\Phi^{*}\left(\omega_{\beta}\right)=\omega_{\alpha}\). Conversely, any time-preserving diffeomorphism \(\Phi: \mathbb{R} \times M \rightarrow \mathbb{R} \times M\) which satisfies \(\Phi^{*}\left(\omega_{\Phi, \Gamma}\right)=\omega_{\Gamma}\) for any vector field \(\Gamma\) such that \(i(\Gamma) d t=1\) is a Poisson map.

We can reformulate this last relation in a way that allows us to extend the above characterization to maps between different manifolds.

Let ( \(M_{a}, \omega_{a}\) ) and ( \(M_{b}, \omega_{b}\) ) be symplectic manifolds, \(M_{a b}\) the product manifold
\[
M_{a b}=\mathbb{R} \times M_{a} \times M_{b}, \quad \pi_{i}: \quad M_{a b} \rightarrow \mathbb{R} \times M_{i}
\]
the projections onto \(\mathbb{R} \times M_{i}, i=a, b\), and
\[
\Omega=\pi_{a}^{*}\left(\tilde{\omega}_{a}\right)-\pi_{b}^{*}\left(\tilde{\omega}_{b}\right),
\]
where \(\tilde{\omega}_{i}=\pi_{2}{ }^{*}\left(\omega_{i}\right)\). If \(V \in \mathfrak{X}\left(\mathbf{R} \times M_{a} \times M_{b}\right)\), we write \(\Omega_{V}\) for the two-form \(\Omega_{V}=\Omega+i(V) \Omega \wedge d t\). Then the time-preserving diffeomorphism \(\mathbf{\Phi : R} \times M_{a} \rightarrow \mathbf{R} \times M_{b}\) is a Poisson map if and only if \(i_{\Phi} *\left(\Omega_{V}\right)=0\) for any vector field \(V\) of the form \(V=\Gamma \times \Phi_{*} \Gamma\), with \(\Gamma \in \mathfrak{X}\left(\mathbf{R} \times M_{a}\right), i(\Gamma) d t=1, G_{\Phi}\) is the graph of \(\Phi\), and \(i_{\Phi}\) is the natural inclusion \(i_{\Phi}: G_{\boldsymbol{\Phi}} \rightarrow \mathbf{R} \times M_{a} \times M_{b}\).

The two-form \(i_{\Phi} *\left(\Omega_{V}\right)\) is closed and its action on \(\mathfrak{X}\left(G_{\Phi}\right)\) is given by
\[
\begin{aligned}
i_{\Phi} * & \left(\Omega_{V}\right) \\
= & \left(Z_{1}, Z_{2}\right) \\
= & \pi_{a}^{*}\left[\omega_{a}+i\left(\pi_{a} . V \omega_{a} \wedge d t\right]\left(Z_{1}, Z_{2}\right)\right. \\
& \quad-\pi_{b} *\left[\omega_{b}+i\left(\pi_{b} * V\right) \omega_{b} \wedge d t\right]\left(Z_{1}, Z_{2}\right) .
\end{aligned}
\]

As \(\mathbf{R} \times M_{a}\) and \(G_{\Phi}\) are diffeomorphic, the fields \(Z_{1}, Z_{2} \in \mathcal{X}\left(G_{\Phi}\right)\) may be written as \(Z_{1}=\left(X, \Phi_{*} X\right)\), and \(Z_{2}=\left(Y, \Phi_{*} Y\right)\). So
\(i_{\Phi} *\left(\Omega_{V}\right)\left(Z_{1}, Z_{2}\right)\)
\[
\begin{aligned}
= & \left\{\left[\omega_{a}+i\left(\pi_{a^{*}} V\right) \omega_{a} \wedge d t\right]\right. \\
& \left.-\Phi^{*}\left[\omega_{b}+i\left(\pi_{b^{*}} V\right) \omega_{b} \wedge d t\right]\right\}(X, Y),
\end{aligned}
\]
and if \(V\) is of the form \(V=\Gamma \times \Phi_{*} \Gamma\), i.e., the field \(V\) is tangent to \(G_{\Phi}\), we obtain
\[
i_{\Phi} *\left(\Omega_{V}\right)\left(Z_{1}, Z_{2}\right)=\left\{\left(\omega_{a}\right)_{\Gamma}-\Phi^{*}\left(\omega_{b}\right)_{\Phi_{*} \Gamma}\right\}\left(Z_{1}, Z_{2}\right)
\]

Therefore the vanishing of \(i_{\Phi} *\left(\Omega_{V}\right)\) means \(\Phi^{*}\left(\omega_{b}\right)_{\phi_{*} \Gamma}=\left(\omega_{a}\right)_{\Gamma}\).

An equivalent approach is to characterize such Poisson maps by the condition \(\left[i_{\Phi}^{*}(\Omega)\right]^{\text {sb }}=0\). In any case, we can use the corresponding relation to prove, the same as for symplectic transformations, the existence of a generating function.

\section*{IV. CANONOID TRANSFORMATIONS}

The study of canonoid transformations in the time-independent case has recently been carried out from the geometric point of view. \({ }^{5,10}\) We recall that a cononoid transformation \({ }^{3}\) with respect to a Hamiltonian function \(H\) is a diffeomorphism that preserves the form of Hamilton's equations for this particular \(H\). Therefore the aforementioned property \(\Phi^{*}\left(\omega_{K}\right)=\omega_{H}\), characterizing canonical transformations, does not hold.

We introduce next a geometric definition of canonoid transformation with respect to a vector field satisfying the conditions \(i(\Gamma) d t=1\), and
\[
\left(L_{\Gamma} \tilde{\omega}\right)\left(X^{h}, Y^{h}\right)=0, \quad \forall X^{h}, Y^{h} \in X^{H}(\mathbf{R} \times M)
\]
or in an equivalent way \(L_{\Gamma} \omega_{\Gamma}=0\). In the particular case of \(\Gamma\) being globally defined as \(\Gamma=X_{H}+\partial / \partial t\left[X_{H}\right.\) is the horizontal vector field associated to \(H \in C^{\infty}(\mathbf{R} \times M)\) ], then the definition will reduce to the concept of canonoid transformation w.r.t. the Hamiltonian \(H\).

Definition: Let \((M, \omega)\) be a sympletic manifold and \(\Gamma \in \mathcal{X}(\mathbf{R} \times M)\) a vector field which satisfies \(i(\Gamma) d t=1\) and
\[
\begin{equation*}
\left(L_{\Gamma} \tilde{\omega}\right)\left(X^{h}, Y^{h}\right)=0, \quad \forall X^{h}, Y^{h} \in \mathcal{X}^{H}(\mathbf{R} \times M) . \tag{4.1}
\end{equation*}
\]

Then, a diffeomorphism \(\Phi \in \operatorname{Diff}(\mathbf{R} \times M)\) is called a canonoid transformation with respect to the field \(\Gamma\) if it preserves
the time and the transformed field \(\Phi_{*} \Gamma \in \mathcal{X}(\mathbf{R} \times M)\) is such that
\[
\left(L_{\Phi_{*}} \Gamma \tilde{\omega}\right)\left(X^{h}, Y^{h}\right)=0, \quad \forall X^{h}, Y^{h} \in \mathcal{X}(\mathbf{R} \times M)
\]

If \(\Phi\) is canonoid with respect to \(\Gamma\), then
\[
\left(L_{\Phi_{*} \Gamma} \widetilde{\omega}\right)\left(X^{h}, Y^{h}\right)=0, \quad X^{h}, Y^{h} \in \mathfrak{X}^{H}(\mathbf{R} \times M)
\]
and this means that the semibasic one-form \(\beta \in \Lambda^{1}(\mathbf{R} \times M)\), defined by \(\beta=i\left(\Phi_{*} \Gamma\right) \tilde{\omega}\), is such that the two-form \(\omega_{\beta}\) defined by \(\omega_{\beta}=\tilde{\omega}+\beta \wedge d t\) is closed. Therefore the pair ( \(\mathbf{R} \times M, \omega_{\beta}\) ) turns out to be a contact manifold \({ }^{2}\) with the transformed field \(\Phi_{*} \Gamma\) generating the characteristic line bundle of \(\omega_{\beta}\).

Locally, there is a function \(K\) such that the form \(\beta\) is given by
\[
\beta=d^{\mathrm{sb}} K
\]
and therefore \(\omega_{\beta}\) can be written as \(\omega_{\beta}=\omega_{K}\) with \(\omega_{K}=\tilde{\omega}+d K \wedge d t\). In coordinates, if ( \(q^{i}, \ldots, q^{n}, p_{1}, \ldots, p_{n}\) ) is a set of Darboux coordinates in \(M\) for \(\omega\), we have the following expression for \(\Gamma\) :
\[
\Gamma=\frac{\partial H}{\partial p_{i}} \frac{\partial}{\partial q^{i}}-\frac{\partial H}{\partial q^{i}} \frac{\partial}{\partial p_{i}}+\frac{\partial}{\partial t}
\]
and therefore if \(\Phi\) is canonoid with respect to \(\Gamma\), then the transformed field \(\Phi_{*} \Gamma\) is given by
\[
\Phi_{*} \Gamma=\frac{\partial K}{\partial p_{i}} \frac{\partial}{\partial q^{i}}-\frac{\partial K}{\partial q^{i}} \frac{\partial}{\partial p_{i}}+\frac{\partial}{\partial t} .
\]

The first thing to be noticed is that the new local Hamiltonian function \(K\) is determined jointly by \(\Gamma\) and \(\Phi\) and that, according to this definition, the associated two-form \(\omega_{K}\), that will be invariant along the integral curves of the field \(\Phi_{*} \Gamma\), is not given by \(\Phi^{*}\left(\omega_{K}\right)=\omega_{H}\) but its relation with \(\omega_{H}\) will be, when obtained, something not so simple as a direct pullback.

Moreover, the transformed field is characteristic of the form \(\omega_{\beta}\). Since \(i\left(\Phi_{*} \Gamma\right) \omega_{\beta}=\Phi^{-i *}\left[i(\Gamma) \Phi^{*} \omega_{\beta}\right]\), we see that the primitive field \(\Gamma\) is simultaneously a characteristic vector field for two different contact structures ( \(\mathbf{R} \times M, \omega_{\alpha}\) ) and ( \(\mathbf{R} \times M, \Phi^{*} \omega_{\beta}\) ). This property will be proved later to have very interesting consequences.

\section*{V. CANONOID TRANSFORMATIONS FOR TWODIMENSIONAL HAMILTONIAN DYNAMICAL SYSTEMS}

Let \(\Phi\) be a time-preserving diffeomorphism \(\Phi\) : \(\mathbf{R} \times M \rightarrow \mathbf{R} \times M\). Then \(\Phi\) induces for every value of \(t\) a unique diffeomorphism \(\Phi_{t}\) on \(M\) such that \(\Phi_{t}(m)=\pi_{2} \circ \Phi(t, m)\).

If \(\operatorname{dim} M=2\), a two-form on \(M\) that is not zero at any point is a volume element and thus any two arbitrary nondegenerate two-forms must be proportional. Therefore there will exist a function \(f_{t} \in C^{\infty}(M)\) associated to every \(\Phi_{t}\) such that
\[
\begin{equation*}
\Phi_{t}^{*}(\omega)=f_{t} \omega \tag{5.1}
\end{equation*}
\]

This property will permit us to prove that, when \(\operatorname{dim} M=2\), it is possible to express the two-form \(\Phi^{*}\left(\omega_{\beta}\right)\) in a form closely related with \(\omega_{a}\).

Since \(\Phi^{*}(d t)=d t\), the pullback of \(\omega_{\beta}\) is
\[
\begin{equation*}
\Phi^{*}\left(\omega_{\beta}\right)=\Phi^{*}(\tilde{\omega})+\Phi^{*}(\beta) \wedge d t \tag{5.2}
\end{equation*}
\]

Using (5.1), we obtain that \(\Phi^{*}(\tilde{\omega})\) is given by
\[
\Phi^{*}(\tilde{\omega})=f \tilde{\omega}+\omega^{\prime},
\]
where the function \(f \in C^{\infty}(\mathbb{R} \times M)\) is defined by \(f(t, m)=f_{t}(m)\) and the two-form \(\omega^{\prime}\) involves the \(d t\) dependence. This means that \(\omega^{\prime}\) can be written as \(\omega^{\prime}=\delta \wedge d t\), with \(\delta \in \Lambda^{1}(\mathbb{R} \times M)\), and consequently it satisfies the equality
\[
\left[i\left(\frac{\partial}{\partial t}\right) \omega^{\prime}\right] \wedge d t=-\omega^{\prime}
\]

Concerning the second term arising in (5.2), using the definition of \(\beta\), we get
\[
\Phi^{*}(\beta) \wedge d t=\left[i(\Gamma) \Phi^{*}(\tilde{\omega})\right] \wedge d t
\]
and therefore it turns out to be
\[
\Phi^{*}(\beta) \wedge d t=f[i(\Gamma) \tilde{\omega}] \wedge d t+\left[i(\Gamma) \omega^{\prime}\right] \wedge d t
\]

So combining the two expressions, we obtain
\[
\begin{equation*}
\Phi^{*}\left(\omega_{\beta}\right)=f \omega_{\alpha} . \tag{5.3}
\end{equation*}
\]

Locally, the form \(\omega^{\prime}\) reads
\[
\omega^{\prime}=g_{1}(q, p, t) d q \wedge d t+g_{2}(q, p, t) d p \wedge d t
\]
where ( \(q, p\) ) are local Darboux coordinates for \(\omega\) in an open \(U\) of \(M\) and the two functions \(q_{i} \in C^{\infty}(\mathbb{R} \times U), i=1,2\) are given by
\[
g_{1}=\frac{\partial Q}{\partial q} \frac{\partial P}{\partial t}-\frac{\partial Q}{\partial t} \frac{\partial P}{\partial q}
\]
and
\[
g_{2}=\frac{\partial Q}{\partial p} \frac{\partial P}{\partial t}-\frac{\partial Q}{\partial t} \frac{\partial P}{\partial p},
\]
respectively, where \(Q\) and \(P\) denote \(Q=\Phi^{*}(q)\) and \(P=\Phi^{*}(p)\), as usual. In this case, \(\omega_{\alpha}\) is written as \(\omega_{H}\), \(H \in C^{\infty}(\mathbb{R} \times U)\), and Eq. (5.3) reduces to \(\Phi^{*}\left(\omega_{K}\right)=f \omega_{H}\), a relation that replaces, for time-dependent two-dimensional dynamical systems, to the equality \(\Phi^{*}\left(\omega_{K}\right)=\omega_{H}\), obtained in the case of the transformation \(\Phi\) being canonical.

The relevance of this function \(f\) is pointed out in the following theorem.

Theorem: Let \(\Phi \in \mathscr{X}(\mathbb{R} \times M)\) be a vector field that satisfies (4.1) and \(\langle d t, \Gamma\rangle=1\). If \(\omega_{\alpha} \in \Lambda^{2}(\mathbb{R} \times M)\) is the contact form associated to the field \(\Gamma\), defined by \(\omega_{\alpha}=\tilde{\omega}+[i(\Gamma)(\omega)] \wedge d t\), and \(\Phi \in \operatorname{Diff}(\mathbb{R} \times M)\) is a timepreserving diffeomorphism, then \(\Phi\) is a canonoid transformation with respect to the field \(\Gamma\) if and only if the function \(f \in C^{\infty}(\mathbb{R} \times M)\) defined by \(\Phi^{*}\left(\omega_{\beta}\right)=f \omega_{\alpha}\), where \(\omega_{\beta}\) denotes the contact form associated to the transformed field \(\Phi_{*} \Gamma\), is constant along the integral curves of \(\Gamma\).

Proof: If \(\Phi\) is canonoid with respect to \(\Gamma\) then we have \(L_{\Phi_{*} \Gamma}\left(\omega_{\beta}\right)=0\), and so
\[
\begin{aligned}
L_{\Phi_{*} \Gamma}\left(\omega_{\beta}\right) & =\Phi^{*}\left[L_{\Gamma}\left(\Phi^{*} \omega_{\beta}\right)\right] \\
& =\Phi^{*}\left[L_{\Gamma}\left(f \omega_{\alpha}\right)\right]=0 .
\end{aligned}
\]

Now, we can write
\[
L_{\Gamma}\left(f \omega_{\alpha}\right)=\Gamma(f) \omega_{\alpha}+f\left(L_{\Gamma} \omega_{\alpha}\right)
\]
thus since \(L_{\Gamma} \omega_{\alpha}=0\), we obtain \(\Gamma(f)=0\).
Conversely, assume \(\Gamma(f)=0\). Then,
\(\Gamma(f) \omega_{\alpha}=L_{\Gamma}\left(f \omega_{\alpha}\right)=L_{\Gamma}\left[\Phi^{*}\left(\omega_{\beta}\right)\right]=0\),
and the theorem is proved.
In a similar way as was obtained for the time-independent case, \({ }^{5}\) the function \(f\), when expressed in local coordinates, turns out to be the Poisson bracket \(\{Q, P\}\). This theorem corresponds to the geometrical approach of the time-dependent case of a result by Leubner and Marte. \({ }^{6}\) It generalizes the canonical case for which \(f\) takes the value \(f=1\), and introduces a fundamental connection between canonoid transformations and the existence of constants of the motion.

\section*{VI. 2n-DIMENSIONAL HAMILTONIAN DYNAMICAL SYSTEMS}

In this section we shall study the higher dimensional case, \(\operatorname{dim} M=2 n>2\). In this case, the two-form \(\omega_{\alpha}\) can be used for obtaining a volume element \(\omega_{\alpha}^{\wedge n} \wedge d t\).

We then have
\[
L_{\Gamma}(d t)=d\left(L_{\Gamma} t\right)=0
\]
and
\[
L_{\Gamma}\left(\omega_{\alpha}^{\wedge n}\right)=n \omega_{\alpha}^{\wedge(n-1)} \wedge L_{\Gamma} \omega_{\alpha}=0
\]
and so \(\omega_{\alpha}^{\wedge n} \wedge d t\) is an invariant volume element for \(\Gamma\). Ob serve that it follows in a similar way that \(\omega_{\beta}^{\wedge} \wedge \wedge d t\) is a volume element invariant under the transformed field \(\Phi_{*} \Gamma\). Consequently we obtain that the \((2 n+1)\)-form \(\left(\Phi^{*} \omega_{\beta}\right)^{\wedge} \wedge d t\) satisfies
\[
L_{\Gamma}\left[\left(\Phi^{*} \omega_{\beta}\right)^{\wedge n} \wedge d t\right]=0
\]

Next we consider the family of two-forms
\(\omega_{\lambda} \in \Lambda^{2}(\mathbb{R} \times M), \quad \lambda \in \mathbb{R}\)
defined by \(\omega_{\lambda}=\omega_{\alpha}-\lambda\left(\Phi^{*} \omega_{\beta}\right)\), and we denote by \(\Omega_{\lambda}\) the volume element generated by \(\omega_{\lambda}, \Omega_{\lambda}=\omega_{\lambda}^{\wedge n} \wedge d t\).

Proposition: \(\Omega_{\lambda}\) is an invariant volume element for \(\Gamma\).
Proof: The Lie derivative of \(\Omega_{\lambda}\) with respect to the field \(\Gamma\) takes the form
\[
L_{\Gamma} \Omega_{\lambda}=\left[n \omega_{\lambda}^{\wedge(n-1)} \wedge L_{\Gamma} \omega_{\lambda}\right] \wedge d t+\omega_{\lambda}^{\wedge n} \wedge L_{\Gamma}(d t)
\]

Then, since
\[
L_{\Gamma} \omega_{\lambda}=L_{\Gamma} \omega_{\alpha}-\lambda L_{\Gamma}\left(\Phi^{*} \omega_{\beta}\right)=0
\]
it follows that \(L_{\Gamma} \Omega_{\lambda}=0\).
From the existence of such an invariant volume element, one is able to deduce some important properties for the transformation \(\Phi\).

Two different volume forms must be proportional, so there is a \(\lambda\)-dependent function \(f_{\lambda} \in C^{\infty}(\mathbb{R} \times M)\) such that \(\Omega_{\lambda}=f_{\lambda}\left(\omega_{\alpha}^{\wedge n} \wedge d t\right)\). This function \(f_{\lambda}\) is a polynomial of degree \(n\) in the \(\lambda\) parameter, since
\[
\begin{aligned}
\Omega_{\lambda} & =\sum_{j=1}^{n}\binom{n}{j}(-1)^{j} \lambda^{j}\left[\omega_{\alpha}^{n-j} \wedge\left(\Phi^{*} \omega_{\beta}\right)^{j}\right] \wedge d t \\
& =\sum_{j=1}^{n} a_{j} \lambda^{j} \omega_{\alpha}^{\wedge n} \wedge d t
\end{aligned}
\]

Then, according to the above proposition, we see that
\[
\begin{aligned}
L_{\Gamma}\left[f_{\lambda}\left(\omega_{\alpha}^{\wedge n} \wedge d t\right]=\right. & \Gamma\left(f_{\lambda}\right)\left(\omega_{\alpha}^{\wedge n} \wedge d t\right) \\
& +f_{\lambda} L_{\Gamma}\left(\omega_{\alpha}^{\wedge n} \wedge d t\right)=0
\end{aligned}
\]
and this shows that the function \(f_{\lambda}\) satisfies \(L_{\Gamma}\left(f_{\lambda}\right)=0\). Using the form of \(f_{\lambda}\) just obtained, this last equation can also be written in the form
\[
\sum_{j=1}^{n} \lambda^{j} L_{\Gamma} a_{j}=0
\]
and as a consequence of this, we wee that every one of these coefficients must be a constant of the motion \(L_{\Gamma} a_{j}=0\), \(\forall j=1, \ldots, n\).

In order to present which ones are the coordinate expressions of these constants, we consider now the two simplest cases \(n=1\) and \(n=2\) and assume that \(\alpha=d H\).
(i) If \(n=1\), then
\[
\Omega_{\lambda}=\left[\omega_{H}-\lambda\left(\Phi^{*} \omega_{K}\right)\right] \wedge d t
\]
and we obtain \(a_{1}=\{P, Q\}\).
(ii) If \(n=2\), then
\[
\begin{aligned}
\Omega_{\lambda}= & {\left[\omega_{H}-\lambda\left(\Phi^{*} \omega_{K}\right)\right]^{2} \wedge d t } \\
= & \omega_{H}^{2} \wedge d t-2 \lambda \omega_{H} \wedge\left(\Phi^{*} \omega_{K}\right) \wedge d t \\
& +\lambda^{2}\left(\Phi^{*} \omega_{K}\right)^{2} \wedge d t
\end{aligned}
\]
and we obtain
\[
\begin{aligned}
& a_{1}=\left\{P_{1}, Q_{1}\right\}+\left\{P_{2}, Q_{2}\right\} \\
& a_{2}=\left[q_{1}, q_{2}\right]\left[p_{1}, p_{2}\right]+\left[q_{1}, p_{1}\right]\left[q_{2}, p_{2}\right]+\left[q_{1}, p_{2}\right]\left[q_{2}, p_{1}\right]
\end{aligned}
\]
where [, ] denotes the Lagrange brackets.
We have proved that to every time-dependent canonoid transformation, there will be \(n\) associated constants of the motion. The first of them, the coefficient \(a_{1}\), generalizes the function fobtained for \(n=1\) in Sec. \(V\), and will always correspond to the sum of \(\left\{P_{i}, Q_{i}\right\}\). The remaining constants of the motion will be different combinations of products of Lagrange brackets. These \(n\) constants are of non-Noetherian character and they can be nonindependent.

\section*{VII. GENERATING FUNCTIONS FOR CANONOID TRANSFORMATIONS}

In the case of \(\omega\) being an exact symplectic form, \(\omega=-d \Theta\), and we have \(\omega_{H}=-d \Theta_{H} \quad\) with \(\Theta_{H}=\widetilde{\Theta}-H d t, \quad \widetilde{\Theta}=\pi_{2}^{*} \Theta\). In a similar way, \(\omega_{K}=-d \Theta_{K}\), with \(\Theta_{K}=\widetilde{\Theta}-K d t\). Now, using these oneforms, the property \(L_{\Gamma}\left(\omega_{H}-\Phi^{*} \omega_{K}\right)=0\) becomes
\[
\begin{equation*}
d\left[L_{\Gamma}\left(\Theta_{H}-\Phi^{*} \Theta_{K}\right)\right]=0 \tag{7.1}
\end{equation*}
\]

That is, \(L_{\Gamma}\left(\Theta_{H}-\Phi^{*} \Theta_{K}\right)\) being closed is equivalent to \(\Phi\) being canonoid with respect to \(\Gamma\). This means the local existence of a function \(W\) such that
\[
\begin{equation*}
L_{\Gamma}\left(\Theta_{H}-\Phi^{*} \Theta_{K}\right)=d W \tag{7.2}
\end{equation*}
\]

Using local coordinates, we have
\[
\begin{align*}
& \frac{\partial^{2} H}{\partial q^{\prime} \partial p_{k}} p_{k}-\frac{\partial H}{\partial q^{j}}+P_{k} \frac{\partial}{\partial q^{j}}\left\{H, Q^{k}\right\} \\
& \quad+\left\{H, P_{k}\right\} \frac{\partial Q^{k}}{\partial q^{j}}-\frac{\partial A_{j}}{\partial t}=\frac{\partial W}{\partial q_{j}} \tag{7.3a}
\end{align*}
\]
\[
\begin{align*}
& \frac{\partial^{2} H}{\partial p_{j} \partial p_{k}} p_{k}+P_{k} \frac{\partial}{\partial p_{j}}\left\{H, Q^{k}\right\} \\
& \quad+\left\{H, P_{k}\right\} \frac{\partial Q^{k}}{\partial p_{j}}-\frac{\partial B_{j}}{\partial t}=\frac{\partial W}{\partial p_{j}}  \tag{7.3b}\\
& \frac{\partial^{2} H}{\partial t \partial p_{k}} p_{k}+P_{k} \frac{\partial}{\partial t}\left\{H, Q^{k}\right\}+\left\{H, P_{k}\right\} \frac{\partial Q^{k}}{\partial t} \\
& \quad-\frac{\partial}{\partial t}\left(H-\Phi^{*} K\right)-\left\{H, \Phi^{*} K\right\}-\frac{\partial C}{\partial t} \\
& \quad=\frac{\partial W}{\partial t} \tag{7.3c}
\end{align*}
\]
where
\[
A_{j}=P_{k} \frac{\partial Q^{k}}{\partial q^{j}}, \quad B_{j}=P_{k} \frac{\partial Q^{k}}{\partial p_{j}}
\]
and
\[
C=P_{k} \frac{\partial Q^{k}}{\partial t}
\]

Given a canonoid diffeomorphism \(\Phi\), then the associated function \(W(q, p, t)\) may be considered as its generating function. Same as for canonical transformations, this generating function can be determined up to an additive arbitrary function \(f(t)\) of the time \(t\) alone. Reversing the procedure, given a function \(W\), then every solution \(Q=Q(q, p, t)\), \(P=P(q, p, t)\) of the above equations represents a canonoid transformation for the Hamiltonian \(H(q, p, t)\).

As a final comment concerning these equations, suppose that when studying the transformation determined by a certain function \(W(q, p, t)\), we see that in that particular case there is a function \(F\) such that \(W\) can be expressed as the Lie derivative \(W=L_{\Gamma} F\). Then we obtain that the solutions of (7.3) will represent a transformation that turns out to be not only canonoid for \(H\), but also of canonical in general. Moreover, one can prove that if we write in Eqs. (7.3) \(W=\{F, H\}+(\partial F / \partial t)\), then we obtain
\[
\begin{aligned}
& \frac{\partial F}{\partial q^{j}}=p_{j}-A_{j}, \quad \frac{\partial F}{\partial p_{j}}=-B_{j} \\
& \frac{\partial F}{\partial t}=-\left(H-\Phi^{*} K\right)-C
\end{aligned}
\]
recovering in this way the equations that characterize the canonicity of a transformation.

\section*{VIII. EXAMPLES}

The resolution of Eqs. (7.3) can be a formidable task in the general case. If we restrict ourselves to the so-called "fouling" transformations \({ }^{11,12}\) (that is to say, time-preserving diffeomorphisms inducing the identity for the Darboux coordinates \(q^{k}\) ) (see Ref. 13) for a time-independent Hamiltonian \(H=H(q, p)\), then the new variables are \(Q^{k}=q^{k}\), \(P_{k}=P_{k}(q, p, t)\), and the above equations become
\(\frac{\partial^{2} H}{\partial q^{j} \partial p_{k}}\left(p_{k}-P_{k}\right)-\frac{\partial H}{\partial q^{j}}+\left\{H, P_{j}\right\}-\frac{\partial A_{j}}{\partial t}=\frac{\partial W}{\partial q^{j}}\),
\(\frac{\partial^{2} H}{\partial p_{j} p_{k}}\left(p_{k}-P_{k}\right)=\frac{\partial W}{\partial p_{j}}\),
\(\frac{\partial\left(\Phi^{*} K\right)}{\partial t}+\left\{\Phi^{*} K, H\right\}=\frac{\partial W}{\partial t}\).
As an example, we will obtain the set of all those fouling transformations that are canonoid for the Hamiltonian \(H=p^{2} / 2\) of the free particle.

Equations (8.1a), (8.1b) are now
\[
\begin{align*}
& \frac{\partial W}{\partial q}=-p \frac{\partial P}{\partial q}-\frac{\partial P}{\partial t}  \tag{8.2a}\\
& \frac{\partial W}{\partial p}=p-P
\end{align*}
\]

This system can be integrated and solved for \(P\) as a function \(P=P(q, p, t)\) if and only if \(W\) satisfies the following partial differential equation,
\[
\begin{equation*}
p \frac{\partial^{2} W}{\partial q \partial p}-\frac{\partial W}{\partial q}+\frac{\partial^{2} W}{\partial p \partial t}=0 . \tag{8.3}
\end{equation*}
\]

The general solution of this equation is
\[
\begin{equation*}
W=\int\left[\int h(p, q-p t) d p\right] d p+p \frac{\partial f(q, t)}{\partial q}+\frac{\partial f(q, t)}{\partial t} \tag{8.4}
\end{equation*}
\]
where \(h(p, q-p t)\) and \(f(q, t)\) are arbitrary differentiable functions of their arguments \(p\) and \(q-p t\), and \(q\) and \(t\), respectively.

With this expression for \(W\), we find that the new momentum \(P\) is given by
\[
P=p-\int h(p, q-p t) d p-\frac{\partial f(q, t)}{\partial q}
\]
and that, therefore, the Poisson bracket \(\{P, Q\}\) becomes
\[
\begin{equation*}
\{Q, P\}=1-h(p, q-p t) \tag{8.5}
\end{equation*}
\]

That is, \(\{Q, P\}\) does not take the value \(\{Q, P\}=1\) obtained for the canonical case, but only disagrees with it by a function \(h\) depending on the three independent variables \(q, p\), and \(t\) by means of \(u_{1}=p\) and \(u_{2}=q-p t\). Let us remark that these two functions are precisely the two independent constants of the motion associated to the Hamiltonian \(H=p^{2} /\) 2. Moreover, in the case of \(h(p, q-p t)=0\), we obtain \(Q=q, P=p-\partial f(q, t) / \partial q\), and the function \(W\) reduces to
\[
W=p \frac{\partial f(q, t)}{\partial q}+\frac{\partial f(q, t)}{\partial t}
\]
that can be written as \(W=L_{\Gamma} f\) with
\[
\Gamma=p \frac{\partial}{\partial q}+\frac{\partial}{\partial t}
\]

Consequently, according to the comments of the previous section, we see that this \(f(q, t)\) which appears as an arbitrary function in the general solution (8.4), in the particular case of considering canonical transformations, turns out to be the generating function (in the canonical sense).

In short, for every function \(W\) of the form given by Eq. (8.4), we obtain a fouling transformation that is canonoid for \(H=p^{2} / 2\) and that has an associated Poisson bracket \(\{Q, P\}\) that is a function depending on the two independent constants of the motion of the free particle. Conversely, from Eqs. (8.1a), (8.1b) we see that every canonoid transformation \(Q=q, P=P(q, p, t)\) uniquely determines a function \(W\)
of the form (8.4) up to an additive \(f(t)\), and from Eq. (8.1c) we see that this ambiguity is reflected in the new Hamiltonian \(K\) that will also be determined up to the above \(f(t)\).

As a further illustration, let us consider the family of solutions of the form
\[
\begin{equation*}
W=f(q) p+\left(1 / t^{2}\right) h(q-p t)+g_{1}(p)+g_{2}(t) \tag{8.6}
\end{equation*}
\]
where \(f(q), h(q-p t), g_{1}(p)\), and \(g_{2}(t)\) are four arbitrary differentiable functions. We remark that when \(h=g_{2}=0\), then \(W\) takes the form \(W=f(q) p+g_{1}(p)\) and in this form, we recover the general form of the generating function for the time-independent canonoid transformations. \({ }^{5}\) The new momentum \(P\) is given by
\[
P=p-f(q)-g_{1}^{\prime}(p)+(1 / t) h^{\prime}(q-p t)
\]
and therefore the Poisson bracket \(\{Q, P\}\) is
\[
\begin{equation*}
\{Q, P\}=1-g_{1}^{\prime \prime}(p)-h^{\prime \prime}(q-p t) \tag{8.7}
\end{equation*}
\]
depending of the two constants of the motion in an additive way. Moreover, Eq. (8.7) shows that if \(g_{1}\) and \(h\) are lineal functions, then \(\{Q, P\}=1\) and the transformation is canonical. If \(g_{1}\) and \(h\) are quadratic, then \(\{Q, P\}=\) constant and the transformation corresponds to the so-called extended canonical transformations (canonical transformation plus a scale change).

We conclude this section with a final example. Let us consider now the transformation associated to the following function,
\[
W=\left(p^{2} / 2\right)+\left(1 / 6 t^{2}\right)(q-p t)^{3}
\]

The equations giving the transformation are
\[
Q=q, \quad P=(1 / 2 t)(q-p t)^{2}
\]

The new Hamiltonian \(K=K(Q, P, t)\) turns out to be
\[
K=(1 / t)\left[Q-\frac{2}{3}(2 t P)^{1 / 2}\right] P
\]
and the new equations to be solved are
\[
\frac{d Q}{d t}=\frac{1}{t}\left[Q-(2 t P)^{1 / 2}\right], \quad \frac{d P}{d t}=-\frac{P}{t}
\]
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\begin{abstract}
The skew tensor field and twistor descriptions of the momentum and angular momentum of a classical relativistic particle are adapted to describe a uniformly accelerated particle. An extension, natural within the twistor framework, of the usual duality between Poincaré momenta and symmetries yields osculating planes together with acceleration scalars as momenta of uniformly accelerated particles. The adapted twistor description leads to the construction of a local twistor attached to an arbitrary world line in a general space-time and a conformally invariant prescription for uniform acceleration.
\end{abstract}

\section*{I. INTRODUCTION}

In special relativistic kinematics the angular momentum of a single particle about an origin is the bivector obtained as the product of position vector with four-momentum. Summing over several particles and allowing the space-time origin to vary yields a skew tensor field which completely encodes the kinematical structure of a system of particles, including the total four-momentum, the intrinsic angular momentum, and (in the case of nonzero mass) the center-of-mass line. Fields arising this way may be characterized by their particular affine dependence on position and also as certain types of twistors. \({ }^{1,2}\) In this paper it is observed that the description of a uniformly accelerated particle may be similarly encoded into a skew tensor field, now with a quadratic position dependence and again with a natural twistor counterpart.

In Sec. II the kinematical structure of systems of particles in Minkowski space is reviewed and a skew tensor field that completely characterizes a uniformly accelerated particle is presented. No mention of twistors is made in Sec. II; readers unfamiliar with them may read this section profitably. In Sec. III the connection between Minkowski space symmetries, kinematics, and twistors is recalled and an extension of the usual duality between momenta and symmetries is obtained. In Sec. IV we find twistor counterparts of the skew tensor fields representing uniformly accelerated particles and characterize the resulting twistors. In the extended duality, the new momentum (or set of conserved quantities) arising in the case of a uniformly accelerated particle is seen to be essentially the osculating plane of the particle together with its acceleration scalar. The concluding discussion includes a construction, based on the twistors for uniform acceleration, of a local twistor on an arbitrary world line in a general space-time and a conformally invariant prescription for the notion of uniform acceleration. Also, the relations these twistors have with Liénard-Wiechert fields and the linearized curvature of the \(C\)-metric are described.

Throughout, Minkowski space \(M\) is viewed as an abstract affine space of points acted upon by a four-dimensional real vector space of displacements. The action of a displacement \(v^{a}\) on a point \(x\) is indicated by \(x \mapsto x+v^{a}\). Otherwise, the notation for Minkowski space objects, including spinors, agrees with that of Penrose and Rindler. \({ }^{3}\) In particular, \(g_{a b} \equiv \epsilon_{A B} \epsilon_{A^{\prime} B^{\prime}}\) denotes the Lorentzian metric of
signature ( +--- ), the alternating tensor \(e_{a b c d}\) satisfies \(e_{a b c d} e^{a b c d}=-24\), and the dual \({ }^{*} M_{a b}\) of a skew tensor \(M^{a b}\) is \({ }^{*} M^{a b}=\frac{1}{2} e^{a b}{ }_{c d} M^{c d}\). For relevant material on twistors the reader is referred to Refs. 1 and 2, whose notation is used herein.

\section*{II. SKEW TENSOR FIELDS FOR UNIFORM ACCELERATION}

In this section we first review the tensor field representation of "Poincaré kinematics"-the momentum and angular momentum of systems of particles in Minkowski space. Then uniformly accelerated particles are represented in a way that generalizes this (in the case in which the mass is nonzero and there is no intrinsic angular momentum).

The kinematical structure of a system of particles in \(M\) is given by a skew tensor field \(M^{a b}\) whose position dependence is
\[
\begin{equation*}
M^{a b}(x)=M^{a b}(o)-2 x^{[a} p^{b]} \tag{1}
\end{equation*}
\]
where \(p^{a}\) is the total four-momentum and \(x^{a}\) is the position vector of the point \(x\) with respect to a chosen origin \(o\). If the four-momentum is timelike, then
\[
\begin{equation*}
M^{a b}=2\left(p_{c} p^{c}\right)^{-1}\left(R^{\mid a} p^{b \mid}-S^{\mid a} p^{b \mid}\right), \tag{2}
\end{equation*}
\]
where \(R^{a}=p_{b} M^{a b}\) and \(S^{a}=p_{b}{ }^{*} M^{a b}\). The vector \(\left(p_{c} p^{c}\right)^{-1} R^{a}(x)\) is the displacement orthogonal to \(p^{a}\) from \(x\) to the world line of the relativistic center of mass and \(S^{a}\) is the Pauli-Lubanski spin vector. If \(k^{a}\) is a Killing vector field, then the quantity
\[
\begin{equation*}
\frac{1}{2} M^{a b} \nabla_{a} k_{b}+p_{a} k^{a} \tag{3}
\end{equation*}
\]
is constant. As \(k^{a}\) ranges over the standard generators in an observer's coordinate system, the values obtained are the energy, the components of three-momentum and three-angular momentum, and the coordinates of the center of mass of the system of particles. In a Lagrangian approach, \(M^{a b}\) is in fact defined as an object dual to the Killing vector fields, with the above pairing. \({ }^{4}\)

Now consider a uniformly accelerated particle in \(M\), i.e., a pair ( \(m, \gamma\) ), where \(m\) is a positive constant (the mass) and \(\gamma: \mathbf{R} \rightarrow M\) is a path with unit future timelike tangent \(\gamma^{\beta}\) and nonzero acceleration vector \(\ddot{\gamma}^{a}\) such that the "acceleration bivector"
\[
\begin{equation*}
C^{a b}:=2 m \dot{\gamma}^{[a \ddot{\gamma}}{ }^{b]} \tag{4}
\end{equation*}
\]
is constant. Note that the positive scalar acceleration \(a\) given by \(a^{2}=-\ddot{\gamma}_{c} \ddot{\gamma}\) may be written in terms of \(m\) and the acceleration bivector. Under these circumstances
\[
\begin{aligned}
\gamma\left(t_{0}+t\right)= & o+a^{-1}\left[(\sinh a t) \dot{\gamma}\left(t_{0}\right)\right. \\
& \left.+(\cosh a t) a^{-1} \ddot{\gamma}\left(t_{0}\right)\right]
\end{aligned}
\]
where \(o=\gamma_{0}+\left[-a^{-2} \ddot{\gamma}^{a}\left(t_{0}\right)\right]\) with \(\gamma_{0}:=\gamma\left(t_{0}\right)\). The world line of the particle forms one branch of a hyperbola having the center \(o\) (to be employed as the origin) and lying in the timelike hyperboloid \(x_{c} x^{c}=-a^{-2}\). The other branch will be called the "opposite world line." The path \(s \mapsto \gamma(m s)\) is an integral curve of the Killing vector field
\[
\begin{equation*}
p^{a}(x)=m \dot{\gamma}^{a}\left(t_{0}\right)+C_{b}{ }^{a}\left(x-\gamma_{0}\right)^{b}=C_{b}{ }^{a} x^{b} \tag{5}
\end{equation*}
\]

The above formulas hold for an arbitrarily chosen point \(\gamma_{0}\) on the world line.

The promised field that completely determines a uniformly accelerated particle ( \(m, \gamma\) ) and that generalizes (1) in the case of a single material particle (without spin) is given, in the above notation, by
\[
\begin{align*}
M^{a b}(x)= & -2\left(x-\gamma_{0}\right)^{[a} p^{b]}(x) \\
& +\frac{1}{2} C^{a b}\left(x-\gamma_{0}\right)_{c}\left(x-\gamma_{0}\right)^{c} \\
= & -2 x^{[a} p^{b]}(x)+\frac{1}{2}\left(x_{c} x^{c}-a^{-2}\right) C^{a b} \tag{6}
\end{align*}
\]

The assertions among the following remarks may be proved directly with the above formulas; the results of the following sections may be helpful. (i) The first expression for \(M^{a b}\) is independent of the choice of \(\gamma_{0}\) on the world line. In fact, we may choose \(\gamma_{0}\) on the opposite world line. Thus \(M^{a b}\) vanishes on both branches of the hyperbola; these are the only loci where it vanishes. (ii) We have again, as in Eq. (1), \(p^{a}=\frac{1}{3} \nabla_{b} M^{a b}\). (iii) If \(p^{a}(x)\) is future timelike, then the field \(R^{a}=p_{b} M^{a b}\) at the point \(x\) is \(p_{c}(x) p^{c}(x)\) times the projection orthogonal to \(p^{a}(x)\) of the displacement from \(x\) to the unique world line point on the past light cone of \(x\). Thus \(\left(p_{c} p^{c}\right)^{-1} R^{a}\) at \(x\) may be interpreted as the apparent position of the particle with respect to the observer at \(x\) determined by \(p^{a}(x)\). The field \(p^{a}\) becomes null on two null hyperplanes which are approached asymptotically by the hyperbola and it vanishes on their intersection-a spacelike two-plane containing the point \(o\) and orthogonal to the osculating plane (determined by \(o\) and \(C^{a b}\) ) of the hyperbola; \(p^{a}\) is past timelike on the opposite world line. (iv) The field \(p_{b}{ }^{*} M^{a b}\), corresponding to intrinsic spin in the unaccelerated case, vanishes identically. Where \(p_{c} p^{c}\) is nonzero, Eq. (2) with \(S^{a}=0\) holds. (v) We will see in Sec. III that there is a duality involving twistors which naturally extends the duality pairing (3). For a uniformly accelerated particle, the new conserved quantities that arise determine the locus of the osculating plane. (vi) At this point, it is clear that the particle ( \(m, \gamma\) ) may be completely recovered from \(M^{a b}\). (The correct world line is the one on which \(p^{a}\) is future timelike.) (vii) Finally, we remark that the Liénard-Wiechert field \(F_{a b}\) of charge \(m\) on an arbitrary world line \(\gamma\), when evaluated at a point \(x \equiv \gamma(t)+r l^{a}\) (with \(l^{a}\) null and \(l_{a} \dot{\gamma}^{\mu}=1\) ) on the future light cone of \(\gamma(t)\), is \(F_{a b}(x)=-r^{-3} M_{a b}(x)\).

\section*{III. TWO-TWISTORS}

The twistor decription of Poincaré kinematics, i.e., of fields of the form (1), is well known. \({ }^{1,2}\) In Sec. IV we will see that there is a related twistor description of uniformly accelerated particles, i.e., of fields of the form (6). In this section some relevant facts about general symmetric two-index twistors, hereafter called two-twistors, are presented. In the spirit of Noether's theorem concerning conserved quantities, or momenta, associated with symmetries, we start with the two-twistors most closely associated with symmetries and then pass to the twistors dual to these, some of which describe Poincaré kinematics and some of which describe uniformly accelerated particles.

A two-twistor \(\mathscr{S}^{\alpha \beta}\) corresponds to a symmetric spinor field \(\mathscr{S}^{A B}\) on Minkowski space satisfying the two-index twistor equation \(\nabla_{A} \cdot{ }^{(A} \mathscr{S}^{B C)}=0\). There is a corresponding skew real tensor field
\[
\begin{equation*}
S^{a b}:=\mathscr{S}^{A B} \epsilon^{A^{\prime} B^{\prime}}+\overline{\mathscr{S}}^{A^{\prime} B^{\prime}} \epsilon^{A B} \tag{7}
\end{equation*}
\]
satisfying a corresponding equation, the "tensor two-twistor equation":
\[
\begin{equation*}
\nabla^{(a} S^{b) c}-\nabla^{(a} S^{c) b}+g^{a[b} \nabla_{d} S^{c] d}=0 \tag{8}
\end{equation*}
\]

The expression on the lhs of (8) is simply \(\frac{3}{2}\) times the projection of \(\nabla^{a} S^{b c}\) onto a certain Lorentz-irreducible subspace of the space of tensors \(t^{a b c}\) having the symmetry \(t^{a b c}=t^{a[b c]}\). Looking at the remaining irreducible parts leads to the equivalent equation
\[
\nabla_{c} S^{a b}=-2 g_{c}{ }^{[a ; b]}+2 g_{c}{ }^{[a} k^{*}{ }^{b]}
\]
where
\[
\begin{equation*}
j^{a}=\frac{1}{3} \nabla_{b} S^{a b}, \quad k^{a}=\frac{1}{3} \nabla_{b}^{*} S^{a b} . \tag{9}
\end{equation*}
\]

If \(S^{a b}\) is a solution, then the fields \(j^{a}\) and \(k^{a}\) are Killing vector fields related by
\[
l_{a b} \equiv \nabla_{a} k_{b}=-\frac{1}{2} e_{a b}{ }^{c d} \nabla_{c} j_{d}
\]

The space of solutions to Eq. (8) is a 20-dimensional real vector space which gets mapped onto the ten-dimensional space of Killing vector fields via \(S^{a b} \mapsto k^{a}\). In fact, the space of solutions is isomorphic to the space of (contravariant) two-twistors via the correspondence in (7)-and isomorphic to the space of dual two-twistors via (10). \({ }^{5}\)

If \(\mathscr{A}_{\alpha \beta}\) is a dual two-twistor there is again a corresponding spinor field \(\mathscr{A}^{A^{\prime} B^{\prime}}\) and a skew real tensor field \(A^{a b}\). To eventually match up with usual momentum and angular momentum quantities, consider the field
\(M^{a b}:=-\frac{1}{2}{ }^{*} A^{a b}=(i / 2)\left(\mathscr{A}^{A^{\prime} B^{\prime}} \epsilon^{A B}-\overline{\mathscr{A}}^{A B} \epsilon^{A^{\prime} B^{\prime}}\right) ;\)
define vector fields \(p^{a}\) and \(q^{a}\) in terms of \(M^{a b}\), exactly as \(j^{a}\) and \(k^{a}\), respectively, are defined in terms of \(S^{a b}\) in (9) and set \(r_{a b}:=\nabla_{a} p_{b}\). The real duality pairing between the two-twistors \(\mathscr{A}_{\alpha \beta}\) and \(\mathscr{S}^{\alpha \beta}\) then becomes
\(\operatorname{Re}\left(\mathscr{A}_{a \beta} \mathscr{S}^{\alpha \beta}\right)=\frac{1}{2} M^{a b} l_{a b}+p_{a} k^{a}-q_{a} j^{a}+\frac{1}{2} r_{a b} * S^{a b}\).
This will be demonstrated presently. The salient fact about formula (11) is that the combination of fields on the rhs is
constant. With an appropriate interpretation of the fields it is a "conserved quantity."

Equation (11) is obtained as follows. \({ }^{6}\) Recall that the spinor parts associated with a symmetric twistor \(\mathscr{A}_{\alpha \beta}\) consist of the spinor field \(\mathscr{A}^{A^{\prime} B^{\prime}}\)-the "primary part"-and certain other spinor fields-the "projection parts"-derived from the twistor in an essentially algebraic way, but which may be obtained from the primary part by differentiation. This association is indicated by
\[
\mathscr{A}_{\alpha \beta} \sim\left(\begin{array}{ll}
\mathscr{A}_{A B} & \mathscr{A}_{A}^{B^{\prime}} \\
\mathscr{A}_{B}^{A^{\prime}} & \mathscr{A}^{A^{\prime} B^{\prime}}
\end{array}\right),
\]
where it turns out,
\[
\begin{aligned}
& \mathscr{A}_{A}^{B^{\prime}}=-(i / 3) \nabla_{A A^{\prime}} \cdot \mathscr{A}^{A^{\prime} \cdot B^{\prime}}, \\
& \mathscr{A}_{A B}=-\frac{1}{6} \nabla_{A A^{\prime}} \cdot \nabla_{B B^{\prime}} \mathscr{A}^{A^{\prime} \cdot B^{\prime}}
\end{aligned}
\]
and \(\mathscr{A}^{A^{\prime}}{ }_{B}=\mathscr{A}_{B}{ }^{A^{\prime}}\). (When the matrix elements are evaluated at a particular point \(y \in M\) the symbol \(\stackrel{y}{\sim}\) is used in place of \(\sim\).) The projection spinor parts \(\mathscr{S}_{B^{\prime}}{ }^{A}\) and \(\mathscr{S}_{A^{\prime} B^{\prime}}\) of a twotwistor \(\mathscr{P}^{\alpha \beta}\) are obtained by conjugating the above identities and replacing \(\overline{\mathscr{A}}\) with \(\mathscr{S}\). In terms of spinor parts we have
\(\mathscr{A}_{\alpha \beta} \mathscr{S}^{\alpha B}=\mathscr{A}^{A^{\prime} B^{\prime}} \mathscr{S}_{A^{\prime} B^{\prime}}+2 \mathscr{A}_{A}{ }^{B^{\prime}} \mathscr{S}_{B^{\prime}}{ }^{A}+\mathscr{A}_{A B} \mathscr{S}^{A B}\).
Performing spinor-to-tensor translations of the spinor parts (e.g., \(\mathscr{A}^{A^{\prime} B^{\prime}} \epsilon^{A B}={ }^{*} M^{a b}+i M^{a b}, \mathscr{A}^{A A^{\prime}}=p^{a}-i q^{a}\), and \(\mathscr{A}_{A B} \epsilon_{A^{\prime} B^{\prime}}=r_{a b}+i^{*} r_{a b}\) ) and taking the real part of the above expansion leads to formula (11). The imaginary part yields an expression which, for a fixed \(\mathscr{A}_{\alpha \beta}\), can be made equal to the rhs of Eq. (11) by an appropriate choice of \(\mathscr{S}^{\alpha \beta}\).

\section*{IV. TWO-TWISTORS FOR UNIFORM ACCELERATION}

In this section we first comment on the twistor description of Poincaré kinematics and then show how uniformly accelerated particles, i.e., fields of the form (6), can also be described by certain two-twistors. In the remainder of the paper every simple skew twistor ( \(X_{\alpha \beta}\) or \(X^{\alpha \beta}\), say) representing a point in \(M\) is assumed to be normalized with respect to the appropriate inifinity twistor \(I^{\alpha \beta}\) or \(I_{\alpha \beta}=\bar{I}_{\alpha \beta}\) (i.e., \(X_{\alpha \beta} I^{\alpha \beta}=X^{\alpha \beta} I_{\alpha \beta}=2\) ).

A skew field \(M^{a b}\) has the position dependence (1) (with \(p^{a}\) constant) if and only if \(\nabla^{\left(a^{*}\right.} M^{b) c}=0\), which implies that \({ }^{*} M^{a b}\) satisfies the tensor two-twistor equation (8). The structure is thus represented by a dual two-twistor \(\mathscr{A}_{\alpha \beta}\) subject to a restriction involving the infinity twistor; namely,
\[
P_{\beta}^{\alpha} \equiv I^{\alpha \lambda} \mathscr{A}_{\beta \lambda}=\overline{\mathscr{A}}^{\alpha \lambda} I_{\beta \lambda}
\]
(This guarantees that the primary part \(P^{A B^{\prime}}\) of the twistor \(P_{\beta}^{\alpha}\) is real and constant. The field \(p^{\alpha}\) that we have associated with a dual two-twistor [after Eq. (10)] is always the real part of this primary part. Further conditions are required for the primary part to be future pointing and timelike.) A few remarks about this well-known representation are appropriate here. First, the "kinematic twistor" \(\mathscr{A}_{\alpha \beta}\) is given explicitly in terms of the four-momentum \(P^{a}\), the Pauli-Lubanski spin vector \(S^{a}\), and an arbitrary point \(o\) on the world line of the relativistic center of mass by
\(\mathscr{A}_{\alpha \beta}=2 O_{\kappa(\alpha} P_{\beta)}^{\kappa}+2 O_{\kappa \lambda} \mathbf{S}_{\alpha}^{\kappa} P_{\beta}^{\lambda} \sim\left(\begin{array}{cc}0 & P_{A}^{B^{\prime}} \\ P_{B}^{A^{\prime}} & 2 \mathbf{S}_{A}^{A^{\prime}} P^{A B}\end{array}\right)\),
where \(O_{\alpha \beta}\) represents the point \(o\) and \(P_{c} P^{c} S_{\beta}^{\alpha}\) is the unique trace-free twistor whose primary part is the Pauli-Lubanski spin vector. Next, a kinematic twistor with nonzero intrinsic spin may be obtained from a kinematic twistor with no spin-a "monopole two-twistor"-by "translating into the complex" \({ }^{7}\) by \(-i S^{a}\). This is achieved twistorially by applying the transformation induced by the special linear transformation \(\exp \left(\mathbf{S}_{\beta}^{\alpha}\right)=\delta_{\beta}^{\alpha}+\mathbf{S}_{\beta}^{\alpha}\) to the monopole twistor given by the first summand after the equality in (12). Finally, the spin vector may be extracted from the two-twistor by considering the trace-free part (or the primary part) of
\[
\begin{equation*}
\overline{\mathscr{A}}^{\alpha \lambda} \mathscr{A}_{\beta \lambda}=P_{c} P^{c}\left(2 \mathbf{S}_{\beta}^{\alpha}-\frac{1}{2} \delta_{\beta}^{\alpha}\right) \tag{13}
\end{equation*}
\]
(The inner product \(P_{c} P^{c}\) may be expressed twistorially if desired.)

Likewise, the dual of the skew field (6) that determines a uniformly accelerated particle satisfies the tensor two-twistor equation (8). Hence this field also arises from some twotwistor via (10). In the following we will exhibit the twotwistor explicitly in the manner of (12), obtain it from a monopole twistor in the manner that (12) is obtained-by applying an appropriate transformation, discuss the duality pairing (11) for this case, and characterize the two-twistors that represent uniformly accelerated particles.

The two-twistor will be exhibited in terms of invariant parameters of the uniformly accelerated particle, namely, the center \(o\) of the hyperbola of the world line-represented by \(O_{\alpha \beta}\), the constant bivector \(C^{a b}=2 m \dot{\gamma}^{\left[a \gamma^{p]}\right.}\), and the scalar acceleration \(a\). First note that \(C^{a b}\) may itself be represented by a two-twistor \(\mathscr{C}^{\alpha \beta}\) whose only nonvanishing spinor part is the constant spinor \(\mathscr{C}_{A B}=m \dot{\gamma}_{C \cdot A} \ddot{\gamma}_{B}^{C^{\prime}}\). In fact, if \(\dot{\Gamma}_{\beta}^{\alpha}\) and \(\ddot{\Gamma}_{\beta}^{\alpha}\) are the trace-free twistors whose primary parts are the constant vectors \(\dot{\gamma}^{A A^{\prime}}\left(t_{0}\right)\) and \(\ddot{\gamma}^{A A^{\prime}}\left(t_{0}\right)\), respectively, then \(\mathscr{C}^{\alpha \beta}=m \dot{\Gamma}_{\kappa}^{\alpha} \ddot{\Gamma}_{\lambda}^{\beta} X^{\kappa \lambda}\), where \(X^{\kappa \lambda}\) represents an arbitrary point in \(M\). The two-twistor yielding the field (6) is then
\[
\begin{equation*}
\mathscr{A}_{\alpha \beta}=-2 i \mathscr{C}{ }^{\kappa \lambda} O_{\kappa \alpha} O_{\lambda \beta}-i a^{-2} \overline{\mathscr{C}}_{\alpha \beta} \tag{14}
\end{equation*}
\]

Again, the real part of the primary part of the twistor \(P_{\beta}^{\alpha}=I^{\alpha \lambda} \mathscr{A}_{\beta \lambda}\) (which in the present case is equal to \(-2 i \mathscr{C}^{\lambda \alpha} \mathrm{O}_{\lambda \beta}\) ) is the field \(p^{a}\) given in Eq. (5). [The imaginary part is the field \(-q^{a}\) defined after (10).] The twotwistor's relation with the kinematic two-twistor (12) is better seen when it is expressed in terms of the twistor \(P_{\beta}^{\alpha}\) and an arbitrary point \(y=\gamma(t)\) on the world line-represented by \(Y^{\alpha \beta}\). It turns out that
\[
\begin{align*}
\mathscr{A}_{\alpha \beta} & =2 Y_{\kappa\{\alpha} P_{\beta\rangle}^{\kappa}-2 i \mathscr{C}^{\kappa \lambda} Y_{\kappa \alpha} Y_{\lambda \beta} \\
& \stackrel{y}{\sim} m\left(\begin{array}{cc}
-2 i \dot{\gamma}_{C}^{A} \cdot \ddot{\gamma}^{B C^{\prime}} & \dot{\gamma}_{A}^{B} \\
\dot{\gamma}_{B}^{A} & 0
\end{array}\right) \tag{15}
\end{align*}
\]

This two-twistor was first obtained by "accelerating" the monopole two-twistor \(2 m O_{\kappa(\alpha} T_{\beta)}^{\kappa}\), where \(T_{\beta}^{\alpha}\) is such that its primary part is a constant unit future timelike vector [to be identified with \(\gamma\left(t_{0}\right)\) ], that is, by applying to it the transformation induced by a special unitary transformation \(G\) of twistor space which yields a conformal transformation
of \(M\) mapping the world line of the monopole to the world line of the uniformly accelerated particle. An appropriate such \(G\) is given by
\[
\begin{aligned}
G_{\beta}^{\alpha} & =\exp \left(2 i O^{\alpha \kappa} \ddot{\Gamma}_{\kappa}^{\lambda} O_{\lambda \mu}\right) \exp \left(\frac{1}{2} i a^{-2} \ddot{\Gamma}_{\beta}^{\mu}\right) \\
& \stackrel{\circ}{\sim}\left(\begin{array}{cc}
\delta_{B}^{A} & \frac{1}{2} i a^{-2} \ddot{\gamma}^{A B^{\prime}}\left(t_{0}\right) \\
-2 \ddot{\gamma_{A^{\prime} B}\left(t_{0}\right)} & \frac{1}{2} \delta_{A^{\prime}}^{B^{\prime}}
\end{array}\right),
\end{aligned}
\]
where \(\ddot{\Gamma}\) was introduced in the previous paragraph. Acting on \(M\), this yields the composition of the translation
\[
x \mapsto x+\frac{1}{2} a^{-2 \ddot{\gamma}}\left(t_{0}\right)
\]
with the special conformal transformation
\(x \mapsto o+\left[1+2 \ddot{\gamma}_{b}\left(t_{0}\right) x^{b}-a^{2} x_{b} x^{b}\right]^{-1}\left[x^{c}+x_{d} x^{d} \ddot{\gamma}^{c}\left(t_{0}\right)\right]\).
The point \(o\) maps to \(\gamma\left(t_{0}\right)\) and is the center of the resulting hyperbola. The transformation actually maps the monopole world line onto both branches of the hyperbola because the original world line, and hence the new one, is topologically a circle in the compactified Minkowski space \(\mathscr{M}\), on which \(G\) acts. (Each of these circles is in fact the intersection with \(\mathscr{M}\) of the two-sphere in complexified compactified Minkowski space on which the primary part of the respective two-twistor vanishes. \({ }^{8}\) ) The transformation is illustrated in Fig. 1 using a standard Penrose diagram of \(\mathscr{M}\). With this perspective it is easy to see that the uniform acceleration field (6) vanishes only on the hyperbola, as claimed in the remarks after (6). The calculation of the action of \(G\) on the monopole two-twistor is somewhat long; it results in Eq. (14).

If \(\mathscr{S}^{\alpha \beta}\) is a symmetric twistor, then
\[
\operatorname{Re}\left(\mathscr{A}_{\alpha \beta} \mathscr{J}^{\alpha \beta}\right)=m \dot{\gamma}\left(t_{0}\right)_{a} k^{a}\left(\gamma_{0}\right)+\frac{1}{2} C_{a b} * S^{a b} .
\]

If \(\mathscr{S}^{\alpha \kappa} I_{\beta \kappa}=0\), then \(S^{a b}\) is constant and we obtain only the second term. Such \(\mathscr{S}^{\alpha \beta}\) may thus be construed as the "symmetries" dual to the "momenta" which are essentially the osculating planes (and acceleration scalar) of uniformly accelerated particles.

Let us characterize the two-twistors which represent uniformly accelerated particles. \({ }^{9}\) In what follows \(\Omega_{a \beta \gamma \delta}\) is the four-form on twistor space whose twistor conjugate


FIG. 1. "Acceleration" of a monopole world line in a Penrose diagram. Points with the same labels are identified.
\(\Omega^{\alpha \beta \gamma \delta}=\bar{\Omega}^{\alpha \beta \gamma \delta}\) satisfies \(\Omega^{\alpha \beta \gamma \delta} \Omega_{\alpha \beta \gamma \delta}=24\). The determinant of a two-twistor \(\mathscr{A}_{\alpha \beta}\) is given by
\[
\begin{equation*}
\Omega^{\kappa i \mu v} \mathscr{A}_{\alpha \kappa} \mathscr{A}_{\beta \lambda} \mathscr{A}_{\gamma \mu} \mathscr{A}_{\delta v}=\left(\operatorname{det} \mathscr{A}_{\pi \rho}\right) \Omega_{\alpha \beta \gamma \delta} \tag{16}
\end{equation*}
\]

Theorem: Let \(\mathscr{A}_{\alpha \beta}\) be a symmetric twistor satisfying the following conditions: (i) \(\Delta^{2}:=\operatorname{det} \mathscr{A}_{\alpha \beta}\) is real and positive, (ii) \(\mathscr{A}_{\alpha \lambda} \overline{\mathscr{A}}^{\beta \lambda}=-\Delta \delta_{\alpha}^{\beta}\), and (iii) \(\mathscr{A}_{\alpha \beta} \mathscr{A}_{\kappa \lambda} I^{\alpha \kappa} I^{\beta \lambda}>0\). Then \(\mathscr{A}_{\alpha \beta}\) represents a uniformly accelerated particle, i.e., it is of the form (14).

Proof: For convenience we rewrite Eq. (14) as
\[
\begin{equation*}
\mathscr{A}_{\alpha \beta}=\mathscr{L}^{\kappa \lambda} O_{\kappa \alpha} O_{\lambda \beta}-\frac{1}{2} a^{-2} \overline{\mathscr{L}}_{\alpha \beta} \tag{17}
\end{equation*}
\]

We begin by simply identifying the quantities involved in uniform acceleration in terms of \(\mathscr{A}_{\alpha \beta}\). The twistor \(\mathscr{L}^{\alpha \beta}\) [which is \(-2 i C^{\alpha \beta}\) in (14) and which determines the acceleration bivector (4)] is given by
\[
\mathscr{L}^{\alpha \beta}=\mathscr{A}_{\kappa \lambda} I^{\alpha \kappa} I^{\beta \lambda}
\]
the scalar \(m^{2} / 2\) is identified with \(\Delta\), the scalar \(2(m a)^{2}\) is identified with the positive constant in condition (iii) [whose reality, we will see, is a consequence of (ii)], and the center of the resulting hyperbola is the point \(o\) represented by the simple skew twistor
\[
\begin{equation*}
O_{\alpha \beta}=(m a)^{-2} \mathscr{A}_{\alpha \kappa} \mathscr{A}_{\beta \lambda} I^{\kappa \lambda} \tag{18}
\end{equation*}
\]

Next we show that these twistors and scalars have the required properties. First note that (ii) implies
\[
\begin{equation*}
\mathscr{A}_{\alpha \kappa} \mathscr{A}_{\beta \lambda} \Omega^{\kappa \lambda \gamma \delta}=\overline{\mathscr{A}}^{\gamma \kappa} \overline{\mathscr{A}}^{\delta \lambda} \Omega_{\alpha \beta \kappa \lambda} \tag{19}
\end{equation*}
\]
as can be seen by contracting each side of identity (16) with \(\overline{\mathscr{A}}^{\gamma \sigma} \overline{\mathscr{A}}^{\delta \tau}\). This in turn implies that the scalar in (iii) is real and the twistor \(\mathscr{A}_{\alpha \kappa} \mathscr{A}_{\beta \lambda} I^{\kappa \lambda}\) represents a point in real compactified Minkowski space. The nonvanishing of the scalar in (iii) implies that this real point is in affine Minkowski space. The fact that the scalar is real and positive is necessary to obtain a bivector appropriate for a timelike osculating plane, as follows. In terms of the spinor parts of \(\mathscr{A}_{\alpha \beta}\), the scalar in (iii) is \(\mathscr{A}_{A B} \mathscr{A}^{A B}\). In the particular case considered in (14), this scalar was
\[
-4 \mathscr{C}_{A B} \mathscr{C}^{\mathrm{AB}}=-C_{a b} C^{a b}=2(m a)^{2}
\]
where \(\mathscr{C}_{A B}=m \dot{\gamma}_{C^{\prime} A} \ddot{\gamma}_{B}^{C}\). Now the condition that the scalar \(\mathscr{C}_{A B} \mathscr{C}^{A B}\) associated with a symmetric spinor \(\mathscr{C}_{A B}\) is real and negative is necessary and sufficient for the associated skew tensor
\[
C_{a b}=\mathscr{C}_{A B} \epsilon_{A^{\prime} B^{\prime}}+\overline{\mathscr{C}}_{A^{\prime} B^{\prime}} \epsilon_{A B}
\]
to be "purely electric," i.e., of the form \(C^{A B}=U^{[a} V^{b]}\) for some timelike \(U^{a}\) and spacelike \(V^{a}\) (orthogonal to \(U^{a}\) ). \({ }^{10}\) Thus condition (iii) is equivalent to the condition that the projection part \(\mathscr{A}_{A B}=-2 i \mathscr{C}_{A B}\) yield a bivector of the required type.

Finally, we show that our two-twistor may be written as claimed in Eq. (17). We already know that the normalized contravariant twistor representing the point \(o\) is simply the twistor conjugate of (18). Now we observe that the projection onto the two-dimensional subspace of twistor space determined by \(I_{\alpha \beta}\), parallel to the two-dimensional subspace determined by \(O^{\alpha \beta}\), is given by \(J_{\beta}^{\alpha}=I^{\alpha \kappa} O_{\beta \kappa}\) and the complementary projection is given by \(J_{\beta}^{\prime \alpha}=O^{\alpha \kappa} I_{\beta \kappa}\). Thus we have
\[
\mathscr{A}_{\alpha \beta}=\mathscr{A}_{\alpha \lambda} J_{\beta}^{\lambda}+\mathscr{A}_{\alpha \lambda} J_{\beta}^{\cdot \lambda} .
\]

Now by using our expressions for the projections (and in turn for \(O_{\alpha \beta}\) and its conjugate), we find that the two summands in this last identity are the two summands in (17), in the same order. (The first summand is unchanged under contraction with \(J_{\kappa}^{\alpha}\) since its contraction with \(J_{\kappa}^{\prime a}\) vanishes.)
Q.E.D.

Here is a further remark on condition (iii) in the theorem. Assume (i) and (ii) hold. If the scalar in (iii) vanishes, the twistor is not necessarily a monopole two-twistor (discussed at the beginning of this section), as one might expect. In fact, to obtain a monopole twistor, it is necessary and sufficient for \(\mathscr{A}_{\alpha \alpha} \mathscr{A}_{\beta \lambda} I^{\kappa \lambda}\) to be proportional to \(I_{\alpha \beta}\) [cf. Eq. (18)]. The situation is made clear by observing that for any nonsingular two-twistor \(\mathscr{A}_{\alpha \beta}\), the combination on the lhs of Eq. (19) maps simple skew twistors into simple skew twistors and hence induces a transformation of complexified compactified Minkowski space. Equation (19) implies that real points are mapped to real points and hence, in particular, that the point at infinity represented by the infinity twistor is mapped to a real point. If this real point is in real affine Minkowski space, we have a two-twistor for uniform acceleration; if this point is the point at infinity itself, we have a monopole two-twistor. A third possibility-for which the scalar in condition (iii) is again zero-is that this real point is on the null cone at infinity; we do not know a simple interpretation for such two-twistors.

\section*{V. DISCUSSION}

There are several related contexts in which twistors for uniform acceleration appear. One, already mentioned, is that of Liénard-Wiechert fields of charged particles. In the special case of a uniformly accelerated charged particle, the Liénard-Wiechert field may be obtained directly from (the inverse of) the appropriate two-twistor by means of a twistor contour integral. \({ }^{1.2}\)

Another context is that of linear gravity. Weak-field curvatures (i.e., tensors on Minkowski space having Riemann curvature tensor symmetries and satisfying the linearized Bianchi identity) can also be obtained from two-twistors via certain contour integrals. From a kinematic two-twistor (12) one obtains a weak-field curvature corresponding to one of the Kerr family of solutions; from a twotwistor for uniform acceleration one obtains a weak-field curvature corresponding to the \(C\)-metric. This weak-field curvature has been studied by Robinson and Robinson. \({ }^{11}\) Our construction of a twistor for uniform acceleration by "accelerating" a monopole two-twistor reflects the fact observed in Ref. 11 that this weak-field curvature is a conformal transformation of the linearized curvature of the Schwarzschild solution.

Dual two-twistors also appear as the "charges" resulting from the 20 linear gravity intergals of Penrose and Rindler \({ }^{2}\) augmenting the usual ten two-surface integrals arising from total four-momentum and angular momentum. \({ }^{12}\) We obtain an intepretation for six of the added and somewhat curious "ten vanishing integrals" in Ref. 2 by observing that if the weak-field curvature of the \(C\)-metric is
used in the 20 integrals (with the two-surface linking one of the singular lines), then the resulting two twistor is a twistor for uniform acceleration. Thus six of the ten integrals that vanish under the conditions considered by Penrose and Rindler are the six independent conserved quantities arising from the parameters for uniform acceleration. (These six integrals were also constructed by Robinson and Robinson. \({ }^{11}\) )

Twistors for uniform acceleration may have significance in general relativity as well. A subtle modification of the procedure for obtaining weak-field gravitational charges leads to Penrose's quasilocal mass construction in general relativity. \({ }^{2,13}\) Our identification and characterization of the two-twistors for uniform acceleration may be helpful in clarifying the interpretation of the two-surface twistors obtained in this context. This paper suggests that one need not insist that a two-surface two-twistor reduce to ten real independent quantities in order to obtain a satisfactory physical interpretation. In particular, this paper is a guide to what to look for in the case of the \(C\)-metric.

In general relativity we may also construct a local twistor on an arbitrary timelike world line \(\gamma\) (with \(\dot{\gamma}_{a} \dot{\gamma}^{\beta}=1\) ) simply by taking the matrix form of the two-twistor in (15) (with \(m=1\) ) at each point \(\gamma(t)\) of the world line. This local twistor encodes in a certain way the geometry of the world line. For a straight or uniformly accelerated world line in flat space this local twistor is, of course, constant. In a general space-time the matrix of its local twistor derivative along the world line vanishes except in the upper left-hand block. This block is essentially the anti-self-dual part of the bivector
\[
\begin{equation*}
\dot{\gamma}_{[a} \dddot{\gamma}_{b)}-\dot{\gamma}_{[a} P_{b] c} \dot{\gamma}^{c} \tag{20}
\end{equation*}
\]
where \(\dddot{\gamma}^{\beta}=\nabla_{\dot{\gamma}} \nabla_{\dot{\gamma}} \dot{\gamma}^{\beta}\) and \(P_{a b} \equiv \frac{1}{12} R g_{a b}-\frac{1}{2} R_{a b}\) is a common rearrangement of the Ricci tensor. A local twistor is said to undergo local twistor transport along a curve if its local twistor derivative along the curve vanishes. If \(\gamma\) is a geodesic, this occurs for the associated local two-twistor if and only if \(\dot{\gamma}\) is an eigenvector of the Ricci tensor. The same is true if \(\gamma\) is uniformly accelerated in the sense that the Fermi-Walker derivative of its acceleration bivector vanishes. [This Fer-mi-Walker derivative is the first term in (20).] We observe that since the vanishing of the local twistor derivative is a conformally invariant condition, a conformally invariant notion of uniform acceleration is simply that the bivector in (20) vanish.

We have left open the possibility of interpreting twotwistors that satisfy some appropriate causality conditions, but which are neither kinematic twistors nor twistors representing uniformly accelerated particles. We have not been able to find any really satisfactory physical analog for such other two-twistors. However, if this is possible it seems that such a two-twistor would describe a semiclassical particle with a spin vector undergoing some kind of transport along a curve. It should also be mentioned that higher valence symmetric twistors lying in certain Poincaré-invariant subspaces of the appropriate twistor spaces represent multipole moments. \({ }^{14}\) It is open to see whether symmetric twistors lying outside these subspaces represent some kind of uniformly evolving multipole moments.
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\begin{abstract}
One-dimensional collisions between two isotropic solids, in which the equations of physics lead to "multiplications of distributions," are considered. Based on this example, a general physicomathematical method, to be adapted to each particular case, is proposed to resolve the ambiguity inherent in such products. This can be achieved with the aid of a new mathematical theory of generalized functions, which permits dealing with mathematical phenomena of a microscopic nature that govern products of distributions having singularities at the same point. This tool has recently been applied in various situations (in continuum mechanics) in which the equations of physics lead to "heuristic products of distributions." One obtains new (algebraic) formulas in the simplest cases, and new numerical schemes in more general cases. The key to the resolution of ambiguities lies in more precise statements of the laws of physics than are permitted within distribution theory, and have no analog in classical analysis, so that in general a resolution cannot be obtained from "formal calculations."
\end{abstract}

\section*{I. INTRODUCTION}

We consider a frontal collision of two homogeneous isotropic solid layers with indefinite extension in the direction perpendicular to their common axis of symmetry, so that there is no "definite center."

We assume that the physical variables depend only on \(x\) and \(t\); then the general system of elastoplasticity (Appendix 1 of Ref. 1) reduces to a one-dimensional system of five equations (plus a few other equations that are dissociated). Three of them express the conservations of mass, momentum, and energy; the two other ones are constitutive equations following from Hooke's law when the material is elastic, and from (for instance) a Mie-Gruneisen equation of state when the material is plastic.

Strong enough collisions produce shock waves. Then the system is wrought with several products appearing in the form of classically undefined (indeed really ambiguous) products of distributions. Indeed the usual formulation of nonlinear elasticity \({ }^{2}\) does not hold globally in the case of rather strong collisions, such as the ones of projectiles on armor; there is not even a bijective correspondence between the stress and the strain. One states Hooke's law as an infinitesimal linear stress-strain relationship in a Lagrangian frame of reference following the medium, and then one expresses the full system in a fixed (Eulerian) frame of reference, since the Lagrangian frame is not convenient for numerical simulations. Although mathematically meaningless within distribution theory, the system of equations is certainly "correct" since it is successfully used by engineers for the design of armors and projectiles (Ref. 1).

There appear multiplications of distributions in many domains of physics: elasticity and elastoplasticity \({ }^{1,3}\) shocks in fluids, \({ }^{4}\) thermodynamics, \({ }^{5}\) acoustics, \({ }^{6-8}\) plasma physics, \({ }^{9}\) relativity and astrophysics, \({ }^{4,10}\) and quantum field theories. \({ }^{11-13}\)

In this last subject multiplications of distributions have given rise to a wide literature for a long time. Those of the \(\delta^{2}\)
kind appearing in the adiabatic limit \({ }^{11,10}\) allow an obvious interpretation in our theory. \({ }^{14}\) Those appearing in the formal perturbation series are much harder to interpret (renormalization theory) and have not been fully understood at present, especially in the case of nonrenormalizable theories. In this latter case it seems that a mathematical tool alone cannot resolve the ambiguities. But, perhaps, an intricate correlation between (new) mathematics and (new or not) physics, as presented in this paper for elastoplasticity, could resolve them. The goal of this paper is to present to physicists this possibility.

Using the mathematical theory of "new generalized functions" introduced in the literature, \({ }^{1,15-17}\) one can state the system of equations of elastoplasticity in an original, but physically natural and mathematically correct, form. Then we obtain nonambiguous jump conditions that we compute explicitly; more generally one obtains new numerical schemes.

We believe that the main interest of this paper lies in that it presents a simple model of the use of this new method, which lies at the interface between pure mathematics, theoretical physics, and numerical analysis. It is clear that this method could be used in a wide variety of circumstances (nonlinear and linear problems in which there appear "heu-


FIG. 1. Frontal collision of two homogeneous layers.
ristic multiplications of distributions," see Refs. 1,3,6,18-22 for some results obtained in this way). The ambiguities which appear in equations of physics cannot usually be resolved on purely mathematical grounds: by allowing more precise formulations of the physical postulates, our method permits to resolve them, at least in the cases that were studied up to now. The crucial point lies in that, without the new mathematical tool, the required more precise formulation of physics-to be discussed in each kind of application any-way-may be quite hidden, even on a purely formal level.

\section*{II. THE CLASSICAL STATEMENT OF A ONEDIMENSIONAL SYSTEM OF ELASTOPLASTICITY, AND ITS MATHEMATICAL COMPLEXITY}

In the case of strong collisions the solids are no longer Hookean: a linear stress strain relationship cannot hold since different strains can correspond to the same stress, at a given instant (the history of the collision has also to be taken into account). A constitutive equation is obtained by stating the differential form of Hooke's law in a (Lagrangian) frame of reference following the medium (the "Lamé constants" can depend on the state of the material). We use classical notations: \(\rho=\) density, \(v=(1 / \rho)=\) specific volume, \(I=\) internal energy, \(e=\) total energy, \(\vec{u}=\left(u_{i}\right)_{i<i<3}=\) velocity vector, \(\bar{\Sigma}=\left(\sigma_{i, j}\right)_{1<i<j<3}=\) stress tensor, \(\bar{S}=\left(S_{i j}\right)_{1<i<j<3}\) \(=\) stress \(\quad\) deviation tensor, \(\quad p=-\frac{1}{3} \quad\left(\sigma_{1,1}\right.\) \(\left.+\sigma_{2,2}+\sigma_{3,3}\right)=\) pressure. Note that \(e=I+\frac{1}{2}(\vec{u} \cdot \vec{u})\) and \(\bar{S}=\bar{\Sigma}+p I\) if \(I\) is the identity \(3 \times 3\) matrix. The system obtained is given in Ref. 1 (Appendix 1). In the one-dimensional case under consideration it reduces to (simplified notations \(u=u_{1}, S=S_{1,1}\) )
\(\rho_{t}+(\rho u)_{x}=0\), balance of mass,
\((\rho u)_{i}+\left(\rho u^{2}\right)_{x}+(p-S)_{x}=0\),
balance of momentum,
\((\rho e)_{t}+[\rho e u+(p-S) u]_{x}=0\), balance of energy,
\(S_{t}+u S_{x}-k^{2}(S) u_{x}=0\),
the deviation part of Hooke's law,
\(p=\Phi(\rho, I)\),
constitutive equation (usually the isotropic part of Hooke's law in the elastic state, and a Mie-Gruneisen equation in the plastic state),
where \(k^{2}=(4 / 3) G\) ( \(G\) is the shear modulus) is a function of \(|S|\) and where \(\Phi\) is a function. \(k^{2}\) depends on \(|S|\) and is null for \(|S|\) large enough, say \(|S| \geqslant S_{0}\). Then the material is a fluid and (1) reduces to the classical system of fluid dynamics: we say that the material is in the plastic state. The terms \(u S_{x}\) and \(k^{2}(S) u_{x}\) put in evidence products of distributions of the kind \(Y \cdot \delta\) ( \(Y=\) Heaviside function, \(\delta=\) Dirac mass) when \(u\) and \(S\) are discontinuous simultaneously (case of shock waves). We do not take into account external forces (gravity), thermal effects, viscosity, and phenomena in the phase transition.

In the classical context of weak solutions of nonlinear PDE's the fourth equation in (1) cannot have discontinuous solutions; we refer to Ref. 23 for a standard textbook. In the context of our generalized solutions \({ }^{1,15-17}\) this equation has
solutions provided system (1) is stated in a suitably weak form.

It is explained in Refs. 1, 6, and 20 how systems in nonconservative form, like (1), have an infinite number of mathematically possible jump conditions. In Refs. 1 and 20 a method is explained to get rid of this ambiguity, in the case of systems involving only one constitutive equation.

\section*{III. A MORE PRECISE FORMULATION AND A RESOLUTION OF THE AMBIGUITIES}

The mathematical tool is sketched for physicists in Refs. 6 and 20. It originated in a construction (of pure mathematics \({ }^{1,15-17}\) of a differential algebra \(\mathscr{G}(\Omega)(\Omega=\) any open set in \(\mathbf{R}^{n}\) ) containing the vector space \(\mathscr{D}^{\prime}(\Omega)\) of all distributions on \(\Omega\). The elements of \(\mathscr{G}(\Omega)\) ("new generalized functions") have properties mimicking exactly those of the \(C^{\infty}\) functions (differentiation, multiplication, etc). The classical concept of equality splits necessarily into two concepts (both inducing on \(\mathscr{D}^{\prime}(\Omega)\) the classical equality ): a strong one denoted by \(=\) (and allowing exactly all the standard calculations) and a weak one denoted by \(\approx\) [generalizing exactly the concept of distributional equality, and in general incoherent with the multiplication: \(G_{1} \approx G_{2}\) does not imply \(G G_{1} \approx G G_{2}\) for arbitrary \(\left.G, G_{1}, G_{2}, \in \mathscr{G}(\Omega)\right]\).

At first, one states the system (1) with weak equalities \(\approx\) since they correspond exactly to the usual concept of a weak solution in the distributional sense. Then one finds an infinite number of possible jump conditions for steady shocks, see Refs. 1 and 20. This corresponds faithfully to the classical ambiguity inherent in most nontrivial products of distributions. In contrast, if all equations in (1) are written with the strong equality, then one proves easily that the system cannot admit shock waves solutions, which is unacceptable, see Refs. 1 and 20.

The difference between the two concepts of weak and strong equalities lies in "microscopic phenomena" such as those occurring in the "width of a shock wave" (of the order of magnitude of a few mean free paths). Postulating that the laws of physics (balance of mass, momentum and energy) are valid within the "microscopic" width of the shock, we are led to state them with the strong equality. The constitutive equations have never been checked in a state of very fast deformation, such as the one inside the shock. This remark suggests to state them with the weak equality \(\approx\) [intuitively \(p \approx \phi(\rho, I)\) means that \(p=\phi(\rho, I)\) in the classical sense outside the width of the shock wave, and that something like \(|p-\phi(\rho, I)|<+\infty\) holds within this width ]. Then the system (1) becomes
\[
\begin{aligned}
& \rho_{t}+(\rho u)_{x}=0, \\
& (\rho u)_{t}+\left(\rho u^{2}\right)_{x}+(p-S)_{x}=0, \\
& (\rho e)_{t}+[\rho e u+(p-S) u]_{x}=0, \\
& S_{t}+u S_{x}-k^{2}(S) u_{x} \approx 0, \\
& p \approx \phi(\rho, I) .
\end{aligned}
\]

In the case of a steady shock it follows from the first two equations in (2) (Refs. 1 and 20) that \(v=1 / \rho, u\), and \(p-S\) are represented by the "same Heaviside function" [in \(\mathscr{G}\) (R)
there are several generalized functions equal to 0 if \(x<0\), to 1 if \(x>0\), and whose jump at \(x=0\) is of the kind of a classical discontinuity ]. In this case we say that \(v, u\), and \(p-S\) vary in phase on a shock.

When the material is plastic, i.e., \(k^{2}(S)=0\), then \(S=\) const \(=S_{0}\) and we are in the case of hydrodynamics; system (2) has nonambiguous (classical) jump conditions; formulation (2) permits a new formulation of the system in terms of \(v, u\), and \(p\) (which gives at once new numerical methods), see Refs. 1, 19, 21, 22, 24. Then system (2) appears in the form
\[
\begin{align*}
& v_{t}+u v_{x}-v u_{x}=0 \\
& u_{t}+u u_{x}+v p_{x}=0 \\
& p_{t}+u p_{x}+\left[(\gamma+1) p-F(v)-v F^{\prime}(v)\right] u_{x} \approx 0  \tag{3}\\
& S=S_{0}
\end{align*}
\]
if the Mie-Gruneisen equation is stated in the form \(p=\gamma \rho I-F(v), \gamma>0\) and \(F\) a positive function of \(v\).

When the material is elastic, i.e., \(|S|<S_{0}\), when one adopts as constitutive equation \(p \approx \phi(\rho, I)\) the isotropic part of Hooke's law (see Ref. 1 Appendix 1) and drops the balance of energy, then system (2) appears in the form
\[
\begin{align*}
& v_{t}+u v_{x}-v u_{x}=0 \\
& u_{t}+u u_{x}+v(p-S)_{x}=0  \tag{4}\\
& S_{t}+u S_{x}-k^{2}(S) u_{x} \approx 0 \\
& p_{t}+u p_{x}+a^{2} u_{x} \approx 0
\end{align*}
\]
( \(a>0\) is a constant: this last equation follows from the isotropic part of Hooke's law).
One usually considers that \(k^{2}(S)=k^{2}, k>0\) constant. The strong equalities in the first two equations imply that \(u\), \(v\), and \(p-S\) are represented by the same Heaviside function on a shock (see Refs. 1 and 20), but there exist ambiguities in the terms \(u S_{x}\) and \(u p_{x}\), since we do not know the individual behavior of \(S\) and \(p\), relatively to \(u\). Setting \(\sigma=S-p\), (4) becomes
\[
\begin{aligned}
& v_{t}+u v_{x}-v u_{x}=0 \\
& u_{t}+u u_{x}-v \sigma_{x}=0 \\
& \sigma_{t}+u \sigma_{x}-\left(k^{2}+a^{2}\right) u_{x} \approx 0 \\
& p_{t}+u p_{x}+a^{2} u_{x} \approx 0
\end{aligned}
\]
and the ambiguity lies only in the term \(u p_{x}\) (from above, the term \(u \sigma_{x}\) is no longer ambiguous). We propose to resolve this ambiguity, as follows, by a method of "transverse fictitious infinitesimal shock waves." For this we take into account that the real phenomenon is a three-dimensional one. Let us imagine an infinitesimal shock wave in the direction \(y^{\prime} y\) or \(z^{\prime} z\). One would obtain as above (strong equalities for the statement of the laws of balance of mass and momentum) that \(v\) and \(\sigma_{22}\) (respectively, \(v\) and \(\sigma_{33}\) ) are in phase in this infinitesimal shock; since this holds also for \(v\) and \(\sigma_{11}\), we obtain that \(p=-\frac{1}{3}\left(\sigma_{11}+\sigma_{22}+\sigma_{33}\right)\) and \(v\) are in phase in an infinitesimal shock. Thus all variables \(v, u, p, \sigma\) (and so \(S\) ) are in phase in an infinitesimal shock.

Note: This reasoning does not apply for a noninfinitesimal shock, as will be obvious from the results in Secs. IV and V.

Remark: This result is based only on the strong equalities in the statement of balance of mass and momentum, and on the hypothesis of transverse fictitious infinitesimal shock waves. It does not depend on the constitutive equations and on the (weak or strong) statement of the balance of energy.

We shall show (by explicit formulas in a simplified case in the next section, then by numerical results in general) that this is sufficient to resolve the ambiguities due to the multiplications of distributions in the heuristic system (1).

\section*{IV. RESOLUTION BY EXPLICIT JUMP FORMULAS}

For greater simplificity in explicit calculations we consider only shocks in which the density varies slightly in the neighborhood of a fixed value \(\rho_{0}\) (this assumption is not always justified physically: in strong metallic shocks the relative variation of density can reach 0,1 ). Then as explained in Refs. 1 and 20, the first two equations in (2) may be replaced by
\[
\rho_{0}\left(u_{t}+u u_{x}\right)+(p-S)_{x} \approx 0
\]
together with the assumption that \(u\) and \(p-S\) are in phase on a shock. Setting \(\rho_{0}=1 / v_{0}\) we obtain, in the elastic case \(|S|<S_{0}\) ), the system ( \(S=\sigma+p\) )
\[
\begin{align*}
& u_{t}+u u_{x}-v_{0} \sigma_{x} \approx 0 \\
& p_{t}+u p_{x}+a^{2} u_{x} \approx 0 \tag{5}
\end{align*}
\]
(isotropic form of Hooke's law),
\[
\sigma_{t}+u \sigma_{x}-b^{2} u_{x} \approx 0\left(b^{2}=k^{2}+a^{2}\right)
\]
with \(u, p, \sigma\) in phase on infinitesimal shocks (and \(u, \sigma\) in phase on finite shocks). In the plastic case ( \(S=S_{0}\) ) one obtains from (3) the system
\[
\begin{align*}
& u_{t}+u u_{x}+v_{0} p_{x} \approx 0 \\
& p_{t}+ u p_{x}+(d p+e) u_{x} \approx 0 \\
& \quad(\text { Mie-Gruneisen equation of state }) \\
& S= S_{0}
\end{align*}
\]
with \(u\) and \(p\) in phase on all shocks ( \(d, e=\) constant numbers).

Calculations of jump conditions for (5): We are going to show that the assumption that \(u, p\), and \(\sigma\) are in phase on infinitesimal shocks implies, in the case of (5), that they are in phase also on finite shocks. Setting
\[
w=\Delta w H(x-c t)+w_{l}
\]
with \(w=u, \sigma, p\) in (5) ( \(H=\) Heaviside generalized function), one obtains at once the relations [one uses the relation \(H H^{\prime} \approx\left(\frac{1}{2}\right) H^{\prime}\) which follows from \(H^{2} \approx H\) by differentiation]
\(c-\frac{\Delta u}{2}=u_{l}-v_{0} \frac{\Delta \sigma}{\Delta u}\),
\(c-\frac{\Delta u}{2}=u_{l}+a^{2} \frac{\Delta u}{\Delta p}\),
\(c-\frac{\Delta u}{2}=u_{l}-b^{2} \frac{\Delta u}{\Delta \sigma}\).
Elimination of \(c\) gives
\[
\frac{\Delta u}{\Delta p}= \pm \frac{b \sqrt{v_{0}}}{a^{2}}, \quad \frac{\Delta \sigma}{\Delta u}= \pm \frac{b}{\sqrt{v_{0}}}
\]

Therefore, if \(u, p, \sigma\) are in phase, then their jumps are proportional. Therefore a superposition of shocks in which \(u, p\), and \(\sigma\) are in phase gives a shock in which \(u, p\), and \(\sigma\) are still in phase (one has to be aware of the obvious fact that a superposition of two shocks in phase, but in which the variables have nonproportional jumps, leads to shock waves which are no longer in phase). Considering a shock as a superposition of infinitesimal shocks, the property that \(u, p\), and \(\sigma\) are in phase on infinitesimal shocks implies in the case of (5) that \(u, p\), and \(\sigma\) are also in phase on finite shocks.

Note: In this reasoning we have assumed that all infinitesimal shocks under consideration satisfy ( \(6^{\prime}\) ) with the same sign + or - , which is the case in the physical situation under consideration. There is, further, some lack of mathematical rigor in this reasoning, since we treat an "infinite sum of infinitesimal shocks" like a "finite sum of finite shocks." Therefore a more refined mathematical analysis would be welcome. We content ourselves with the above fact to justify that the variables \(u, p\), and \(\sigma\) are in phase on (finite) shocks for the system (5).

Now the ambiguities in the multiplications of distributions are resolved and we are able to compute explicitly jump formulas for (5) and (5'). For simplicity we consider only the case of a shock wave in which the respective values of ( \(u, p, S\) ) are ( \(0,0,0\) ) on the right-hand side and ( \(u_{1}, p_{1},-S_{0}\) ) on the left-hand side. This represents the shock wave produced in a target at rest by a projectile. This assumption is only a minor simplification to make the computations easier; exactly the same method applies when the values of ( \(u, p, S\) ) on both sides are arbitrary and, then, for the explicit solution of the Riemann problem by algebraic formulas: one finds elastoplastic shock waves like the one considered here, and also elastic precursors, see Fig. 5 and Ref. 1 (Appendix 4 of Chap. 3). It is convenient to sum up the system and assumptions (with \(\sigma=S-p\) )
\[
\begin{aligned}
& u_{t}+u u_{x}-v_{0} \sigma_{x} \approx 0 \\
& \sigma_{t}+u \sigma_{x}+(l(S) \sigma+m(S)) u_{x} \approx 0
\end{aligned}
\]
where
\[
\begin{aligned}
& l(S)=0, \quad m(S)=-\left(k^{2}+a^{2}\right) \\
& \quad \text { if }|S|<S_{0} \text { (isotropic part of Hooke's law) } \\
& l(S)=\alpha, \quad m(S)=\beta \\
& \quad \text { if }|S|=S_{0}[(\alpha, \beta=\text { constants) Mie-Gruneisen equa- }
\end{aligned}
\] tion of state ],
\[
S_{t}+u S_{x}-k^{2}(S) u_{x} \approx 0
\]
where
\[
\begin{align*}
& k^{2}(S)=k^{2} \\
& \text { if }|S|<S_{0} \text { (deviation part of Hooke's law), } \\
& k^{2}(S)=0, \\
& \text { if }|S|=S_{0} \text { (no stress deviation in fluids), }
\end{align*}
\]
\(u\) and \(\sigma=S-p\) are in phase on (global) shocks, \(u, \sigma\), and \(p\) are in phase on the elastic part and on the plastic part of the shock.

The microscopic profile of the shock can be represented by Fig. 2.


FIG. 2. Microscopic profile of the shock wave under consideration.

One has introduced the values \(\bar{u}_{1}\) and \(\bar{\sigma}_{1}\) corresponding to the elastoplastic transition. Let \(c\) be the shock velocity. Then ( \(7^{\prime \prime}\) ) leads to the following form for \(u, \sigma, S\) :
\[
\begin{align*}
& u(x, t)=\left(u_{1}-\bar{u}_{1}\right) H(-x+c t)+\bar{u}_{1} K(-x+c t), \\
& \sigma(x, t)=\left(\sigma_{1}-\bar{\sigma}_{1}\right) H(-x+c t)+\bar{\sigma}_{1} K(-x+c t), \\
& S(x, t)=-S_{0} K(-x+c t), \tag{8}
\end{align*}
\]
in which \(H, K\) are two Heaviside generalized functions, with \(H K=0\) since they represent nonoverlapping phenomena (elastic and plastic).

Equation (7') implies that \(u / u_{1}\) and \(\sigma / \sigma_{1}\) are equal since they are the Heaviside functions (in the variable \(-x+c t)\) of \(u\) and \(\sigma\) in the global shock. This gives
\[
\left(1-\bar{u}_{1} / u_{1}\right) H+\bar{u}_{1} / u_{1} K=\left(1-\bar{\sigma}_{1} / \sigma_{1}\right) H+\bar{\sigma}_{1} / \sigma_{1} K
\] i.e.,
\[
\begin{equation*}
\bar{u}_{1} / u_{1}=\bar{\sigma}_{1} / \sigma_{1} . \tag{9}
\end{equation*}
\]

The first equation in (7) gives
\[
\begin{aligned}
c\left(u_{1}\right. & \left.-\bar{u}_{1}\right) H^{\prime}+c \bar{u}_{1} K^{\prime} \\
& +\left\{\left(u_{1}-\bar{u}_{1}\right) H+\bar{u}_{1} K\right\}\left\{-\left(u_{1}-\bar{u}_{1}\right) H^{\prime}-\bar{u}_{1} K^{\prime}\right\} \\
& -v_{0}\left\{-\left(\sigma_{1}-\bar{\sigma}_{1}\right) H^{\prime}-\bar{\sigma}_{1} K^{\prime}\right\} \approx 0,
\end{aligned}
\]
i.e.,
\[
\begin{align*}
& c u_{1}-\left(u_{1}-\bar{u}_{1}\right)^{2} / 2-\bar{u}_{1}^{2} / 2+v_{0} \sigma_{1}=0 \\
& c u_{1}-u_{1}^{2} / 2+u_{1} \bar{u}_{1}-\bar{u}_{1}^{2}+v_{0} \sigma_{1}=0 \tag{10}
\end{align*}
\]

The second equation in (7) gives
\(c \sigma_{1}-\frac{1}{2}\left[\left(u_{1}-\bar{u}_{1}\right)\left(\sigma_{1}-\bar{\sigma}_{1}\right)+\bar{u}_{1} \bar{\sigma}_{1}\right]\)
\(-\alpha / 2\left(\sigma_{1}-\bar{\sigma}_{1}\right)\left(u_{1}-\bar{u}_{1}\right)+\bar{u}_{1}\left(k^{2}+a^{2}\right)\)
\(-\beta\left(u_{1}-\bar{u}_{1}\right)=0\).
Elimination of \(\bar{\sigma}_{1}\) with (9) gives
\[
\begin{align*}
c \sigma_{1} & -\left(\frac{1}{2}+\alpha / 2\right) u_{1} \sigma_{1}+(1+\alpha) \bar{u}_{1} \sigma_{1} \\
& -(1+\alpha / 2)\left(\bar{u}_{1}^{2} / u_{1}\right) \sigma_{1}+\left(k^{2}+a^{2}+\beta\right) \bar{u}_{1} \\
& -\beta u_{1}=0 . \tag{11}
\end{align*}
\]

The third equation in (7) gives
\[
-c S_{0} K^{\prime}+\bar{u}_{1} K S_{0} K^{\prime}+k^{2} \bar{u}_{1} K^{\prime} \approx 0
\]
i.e.,
\[
\begin{equation*}
c S_{0}-\bar{u}_{1} S_{0} / 2-k^{2} \bar{u}_{1}=0 \tag{12}
\end{equation*}
\]


FIG. 3. Schematic representation of the solution of the Riemann problem calculated in Sec. IV: we have eight equations for the eight unknowns \(c_{1}, c_{2}\), \(\bar{u}_{1}, \bar{\sigma}_{1}, \bar{u}_{2}, \bar{\sigma}_{2}, u_{1}, \sigma_{1}\). An example is given in Fig. 4. For some values of \(u_{1}, \sigma_{1}\), \(u_{r}, \sigma_{r}\) and of the coefficients one obtains elastic precursors (see Fig. 5), then the Riemann problem has a different solution.

Equations (9)-(12) contain the five unknowns \(c, \bar{u}_{1}, \bar{\sigma}_{1}\), \(u_{1}, \sigma_{1}\). One can more generally compute the complete solution of the Riemann problem in the form of Fig. 3.

These formulas prove that our original method easily gives algebraic formulas. They can be used to verify the adequacy of numerical methods. These explicit formulas for the solution of the Riemann problem can also be used to build new numerical codes.

\section*{V. RESOLUTION BY NUMERICAL METHODS}

The ambiguity in multiplications of distributions appears from the fact that slightly different numerical schemes give different solutions (while they all give the same solutions in the case where the multiplications of distributions are not involved), see Ref. 1 (Appendix 2 of Chap. 3). But one has learned how to find numerical schemes expressing that some equations are stated with the strong equality \({ }^{19}\) or that some variables vary in phase on infinitesimal
shocks. \({ }^{1,21,22}\) Then these schemes permit a general study of these systems. A few situations are given below, to illustrate and apply the study in Secs. III and IV.

The numerical results in Figs. 4 and 5 have been obtained from discretization techniques in Refs. 1 and 23 based on the method in Sec. III. A longer computation time or minor technical improvements would give very steep shocks. We prefer to reproduce the curves in Fig. 4 in order to observe easily the values \(\bar{u}_{1}\) and \(\bar{\sigma}_{1}\).

\section*{VI. CONCLUSION}

The original mathematical tool permits a more precise formulation of physics, which resolves the ambiguities that usually appear when one attempts to solve classically, even formally, i.e., without mathematical rigor, problems involving "multiplications of distributions." This fact seems to us to be of wide interest due to the very large variety of physical problems involving such multiplications.

An interesting point is that this mathematical tool brings up new ideas and can be very well taken up on an intuitive basis; no deep mathematical study is required to use it successfully in physical situations; one only needs some familiarity with the basic ideas as explained above in Sec. III. The genuine difficulty in the resolution of ambiguities, in any particular situation, lies in the more precise way in which, with this new tool, one should formulate the equations. Up to now, in continuum mechanics, this has been done only by using classical ideas (the difference between the basic equations and the constitutive equations). In quantum field theory one may wonder whether classical ideas would be sufficient, or if new ideas would be needed for this more precise formulation.


FIG. 4. A numerical solution of the Riemann problem for system (7) at time \(t>0\). In this case \(k^{2}=4, a^{2}=9, \alpha=0, \beta=-9, S_{0}=2, v_{0}=1\). The initial conditions at \(t=0\) are on the left side \(x<0\) (projectile) \(u=6, p=S=\sigma=0\); and on the right side \(x>0\) (target) \(u=p=S=\sigma=0\). One observes two elastoplastic shock waves propagating to the right at different velocities. The right-hand side wave is the one theoretically depicted in Fig. 2 (in \(u, S, \sigma\) ).


FIG. 5. A numerical solution of the Riemann problem for system (7) at time \(t>0\). In this case \(k^{2}=4, a^{2}=1, \alpha=0, \beta=-9, S_{0}=0,1, v_{0}=1\). The initial conditions at \(t=0\) are on the left side \(x<0\) (projectile) \(u=0,5, p=S=\sigma=0\); on the right side \(x>0\) (target) \(u=p=S=\sigma=0\). One observes that "each shock as in Fig. 4" is dissociated into an "elastic precursor" and a "plastic shock wave." The following is used as empirical evidence of this dissociation in certain cases. In plane accidents involving a frontal collision it has been observed that passengers in the tail of the plane often survive. An elastoplastic shock wave (very destructive) would forbid any chance of survival. But in the case of a dissociation as above, the elastic precursor (not destructive) is reflected by the tail of the plane; then this tail is cut off at the place where the reflected elastic precursor meets the incoming plastic shock wave. Thus the tail escapes from the destructive plastic shock wave.
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\section*{APPENDIX: MULTIPLICATION OF DISTRIBUTIONS IN MATHEMATICS AND PHYSICS}

The formula \(Y \delta=\frac{1}{2} \delta\) is certainly the more natural one concerning multiplication of \(Y\) and \(\delta\). Indeed, in our context, as soon as \(Y\) is a Heaviside generalized function one has \(Y^{2} \approx Y\) and by derivation \(Y \delta \approx \frac{1}{2} \delta\) if \(\delta=Y^{\prime}\). This formula gives physically correct results in several cases (Refs. 1 and 20, even those in Fig. 5) but gives radically incorrect ones in the case of elastoplastic shock waves involving a phase transition [Figs. 2 and 4, (Ref. 20) Appendix B]. In our context the key of the paradox lies in that there are several Heavi-side-like, Dirac-like, etc., functions. When \(\delta \neq Y^{\prime}\) then the product \(Y \cdot \delta\) is not in general associated with \(\frac{1}{2} \delta\).

In this case a mathematically correct multiplication of distributions (usually adopted by mathematicians) results in physically incorrect jump conditions. In our context there is a canonical inclusion \(\mathscr{D}^{\prime} \subset \mathscr{G}\). In \(\mathscr{D}^{\prime}\) there is one and only one Heaviside-like element \(Y_{0}\), one and only one Dirac-like element \(\delta_{0}\); further \(\delta_{0}=Y_{0}^{\prime}\). Thus \(Y_{0} \cdot \delta_{0} \approx \frac{1}{2} \delta_{0}\) : one recovers the formulas usually adopted by mathematicians. The observation that this formula might be inadequate is not paradoxical if one thinks of the different ways in which physicists and mathematicians conceive and use distributions.

For mathematicians the space \(\mathscr{D}^{\prime}\) is defined modulo an isomorphism (concerning all operations). Such an isomor-
phic copy of \(\mathscr{D}^{\prime}\) is canonically included in \(\mathscr{G}\). It permits, via the multiplication in \(\mathscr{G}\) and the association, a synthesis of most existing mathematical multiplications of distributions, see Refs. 14 and 25.

For physicists the space \(\mathscr{D}^{\prime}\) is considered as a reservoir of mathematical objects used to describe the physical world. In our context the use of the above subspace \(\mathscr{D}^{\prime}\) of \(\mathscr{G}\) as such a reservoir may lead to mistakes in some cases involving "multiplications of distributions." Then the correct reservoir is \(\mathscr{G}\) itself, which contains several Heaviside-like, Dirac-like, etc., functions.

In this way a nonambiguous mathematical multiplication of distributions can be reconciled with the well known fact that in physics multiplications of distributions such as Yס or \(\delta^{2}\) can give different results according to the context.

In Part III of Ref. 15 the author attempted to explain (perturbative) renormalization in Q.F.T. by adjusting the definition of the multiplication (by changes in the definition of the auxiliary set \(A_{q}\) ) in order to obtain the renormalized results. One was forced to this trick from the postulate (done in Ref. 15 from a too narrow interpretation of the new setting) that the free field operators were (vector valued) elements of \(\mathscr{D}^{\prime}\), and so precisely defined elements of \(\mathscr{G}\) through the inclusion \(\mathscr{D}^{\prime} \subset \mathscr{G}\). An exactly similar postulate in continuum mechanics would amount to imposing the formula \(Y \delta \approx \frac{1}{2} \delta\). The subsequent work done in Refs. 1, 6, 20, and 26 suggests that the correct viewpoint is to postulate only that the free field operators are (a priori unknown) elements of \(\mathscr{G}\) which are associated with certain well defined elements of \(\mathscr{D}^{\prime}\) (the free field operators considered as distributions).

Then, in order to obtain the renormalized results, one should determine, from physical ground (as done in this paper, for instance by stating some equations with strong equality in \(\mathscr{G}\) ), which precise elements of \(\mathscr{G}\) the free (and also the interacting) field operators are. Attempts in particular cases show that the above trick of adjusting definitions amounts to such determination. This better method might be predictive, as it is in continuum mechanics. \({ }^{1,6,19,20,27}\)

Shock wave solutions of systems in nonconservative form can illustrate the standard opinion (Richtmyer, \({ }^{23}\) p. 37) that "no amount of mathematical reasoning can tell us which set of weak solutions has the right to be called a generalized solution." Nonconservative systems usually have an infinite number of possible weak solutions (in the sense of association in \(\mathscr{G}\) ) which are equally acceptable from the mathematical viewpoint. \({ }^{1,19.26}\) In each physical situation a choice of one kind of solution, i.e., a resolution of ambiguities, can only be done on physical ground.
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Exact solutions of Maxwell-Dirac equations are investigated for which the Dirac field is of the type \(\psi(x)=\alpha(p) e^{i p_{\lambda} x^{\lambda}}\). In the subclass where the mass parameter \(m \neq 0\), there exists no nontrivial solution of the problem. In the subclass where the mass parameter \(m=0\), there exist infinitely many solutions inherent with arbitrary functions. Furthermore, every solution for \(m=0\) must have a null four-current vector field associated with it.

\section*{I. INTRODUCTION}

In quantum electrodynamics, no nontrivial exact solution is known. The perturbative techniques involving Green's functions invariably lead to divergence difficulties. On the other hand, classical nonlinear field equations such as Einstein's vacuum field equations, \({ }^{1}\) Einstein-Maxwell equations, \({ }^{1}\) and Einstein-Maxwell-Dirac equations \({ }^{2}\) have yielded plenty of exact solutions (without perturbative approaches ). That is why we are motivated to investigate exact solutions of Maxwell-Dirac equations, which represent classical electrodynamics. Recently, the initial value problem for Maxwell-Dirac equations has been tackled by Flato, Simon, and Taflin. \({ }^{3}\) In Sec. II, we write down the MaxwellDirac equations and an associated differential identity. We also prove that the four-current vector field \(j^{\lambda}(x)\) is always nonspacelike, irrespective of the (real or complex) values of the mass parameter \(m\).

In the case of the free Dirac equation, the plane wave solutions are the easiest ones to find. This fact prompts us to seek in Sec. III the class of exact solutions of Maxwell-Dirac equations such that the Dirac field is of the type \(\psi(x)\) \(=\alpha(p) e^{i p_{\lambda} x^{\lambda}}\). This problem has been divided into two subclasses according to the mass parameter \(m \neq 0\), or \(m=0\). In the first subclass ( \(m \neq 0\) ), it is proved that there exists no nontrivial solution of the problem. In the second subclass ( \(m=0\) ), there exist infinitely many solutions involving arbitrary constants and arbitrary functions. All the solutions of the problem \(m=0\) are obtained and classified into four cases involving subcases. Every solution of this subclass must have an associated null four-current vector field \(j^{\lambda}(x)\). This result is physically reasonable for the massless particles.

\section*{II. NOTATIONS AND FIELD EQUATIONS}

The combined Maxwell-Dirac equations are studied in a flat (Minkowski) space-time manifold M. A Minkowski coordinate chart is used. (In the sequel, a mixed coordinate chart will be defined and used.) A space-time event is indicated by \(x \equiv\left(x^{0}, x^{1}, x^{2}, x^{3}\right)\) where \(x^{0}\) denotes the time coordinate. A greek index takes values from \(\{0,1,2,3\}\) and a roman index takes values from \(\{1,2,3\}\). The signature of the metric
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is assumed to be -2 , so that the metric tensor [ \(\eta_{\mu \nu}\) ] \(=\operatorname{diag}\left[1,(-1)^{3}\right]\). Einstein's summation convention is followed. The electromagnetic four-potential and field are denoted by \(A^{\mu}(x)\) and \(F_{\mu \nu}(x) \equiv \partial_{v} A_{\mu}-\partial_{\mu} A_{v}\), where the partial derivatives are denoted by \(\partial_{\mu}\). The four-component Dirac bispinor field and its Hermitian conjugate are indicated by \(\psi(x)\) and \(\psi^{\dagger}(x)\), respectively. The four \(4 \times 4\) Dirac matrices are denoted by \(\gamma^{\mu}\). In this section, we assume that in the domain \(D\) of consideration, the potential functions \(A^{\mu}\) are of the differentiability class \(C^{3}(D)\) and the Dirac bispinor functions \(\psi_{1}, \psi_{2}, \psi_{3}, \psi_{4}\) are of the class \(C^{2}(D)\). In such a domain \(D \subset M\), the combined Maxwell-Dirac equations (which are Poincaré covariant and gauge invariant) can be written as
\[
\begin{align*}
M^{\mu}(x) & \equiv \partial_{v} F^{\mu v}-j_{\mu}(x) \\
& \equiv \partial_{\nu} F^{\mu v}-e \psi^{\dagger}(x) \gamma^{0} \gamma^{\mu} \psi(x)=0 \\
D(x) \equiv & \left.\equiv i \gamma^{\mu}\left[\partial_{\mu}+i e A_{\mu}(x)\right]-m I\right\} \psi(x)=0  \tag{2.1}\\
F_{\mu v}(x) & \equiv \partial_{v} A_{\mu}-\partial_{\mu} A_{v} \\
\gamma^{\mu} \gamma^{\nu}+ & \gamma^{v} \gamma^{\mu}=2 \eta^{\mu \nu} I
\end{align*}
\]

Here \(e\) and \(m\) are the charge and mass parameters associated with the Dirac field and \(I\) stands for the \(4 \times 4\) identity matrix. In this combined system of partial differential equations, there exists one differential identity, viz.,
\[
\begin{align*}
\mathscr{J} \equiv & \partial_{\mu} M^{\mu}-i e\left[\psi^{\dagger}(x) \gamma^{0} D(x)\right. \\
& \left.-D^{\dagger}(x) \gamma^{0} \psi(x)\right] \equiv 0 \tag{2.2}
\end{align*}
\]

Therefore, to make the system (2.1) determinate we have to impose one additional equation [which is not inconsistent with system (2.1)]. If we choose as that equation the Lor-entz-gauge condition, then the combined system (2.1) goes over to
\[
\begin{align*}
& M^{m}(x) \equiv \square A^{\mu}-j^{\mu}(x) \equiv \partial^{\nu} \partial_{v} A_{\mu} \\
& \quad-e \psi^{\dagger}(x) \gamma^{0} \gamma^{\mu} \psi(x) \\
& D(x) \equiv\left\{i \gamma^{\mu}\left[\partial_{\mu}+i e A_{\mu}(x)\right]-m I\right\} \psi(x)=0 \\
& L(x) \equiv \partial_{\mu} A^{\mu}=0 . \tag{2.3}
\end{align*}
\]

The above system is invariant under the restricted gauge transformationts:
\[
\begin{align*}
& \hat{\psi}(x)=\psi(x) e^{-i e \Omega(x)}, \\
& \hat{A}_{\mu}(x)=A_{\mu}(x)-\partial_{\mu} \Omega,  \tag{2.4}\\
& \square \Omega=0 .
\end{align*}
\]

We shall use the following Weyl representation of the \(4 \times 4\) Dirac matrices:
\[
\gamma^{0}=\left[\begin{array}{ll}
0 & I  \tag{2.5}\\
I & 0
\end{array}\right], \quad \gamma^{k}=\left[\begin{array}{cc}
0 & -\sigma^{k} \\
\sigma^{k} & 0
\end{array}\right]
\]
where \(\sigma^{k}\) 's are the \(2 \times 2\) Pauli matrices and \(I\) stands for the \(2 \times 2\) identity matrix.

Now we are in a position to state and prove the following theorem about a purely algebraic property of the Fermionic four-current vector field \(j^{\mu}(x)\).

Theorem 2.1: Let the Dirac bispinor field \(\psi(x)\) be defined (but not necessarily continuous) in a domain \(D \subset M\). Then, the four-current vector field \(j^{\mu}(x) \equiv e \psi^{\dagger}(x) \gamma^{0} \gamma^{\mu} \psi(x)\), is nowhere spacelike in \(D\), irrespective of the (real or complex) values of the mass parameter \(m\).

Proof: Here, the star stands for complex conjugation, and the vertical bar denotes the modulus of a complex number. By a straightforward computation we obtain
\(j_{\mu}(x) j^{\mu}(x)=4 e^{2}\left|\psi_{1}^{*}(x) \psi_{3}(x)+\psi_{2}^{*}(x) \psi_{4}(x)\right|^{2}\).
Since, the right-hand-side of Eq. (2.6) is always a nonnegative real number, it follows that \(j^{\mu}(x)\) is a nonspacelike four-vector field.

Now we shall introduce a mixed coordinate chart for the flat space-time \(M\) by the following coordinate transformation:
\[
\begin{aligned}
& u \equiv \hat{x}^{0}=\frac{1}{2}\left(x^{0}+x^{3}\right), \\
& v \equiv \hat{x}^{3}=\frac{1}{2}\left(x^{0}-x^{3}\right), \\
& \rho \equiv \hat{x}^{2}=\frac{1}{2}\left(x^{1}+i x^{2}\right), \\
& \rho^{*} \equiv \hat{x}^{3}=\frac{1}{2}\left(x^{1}-i x^{2}\right) ;
\end{aligned}
\]
\[
[J] \equiv \frac{\partial x^{\rho}}{\partial \hat{x}^{\mu}}=\left[\begin{array}{cccc}
1 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 \\
0 & -i & i & 0 \\
1 & 0 & 0 & -1
\end{array}\right]
\]
\[
\begin{equation*}
\operatorname{det}[J]=-4 i \neq 0 \tag{2.7}
\end{equation*}
\]

The coordinates \(u, v\) are usually called the null or light-cone coordinates and \(\rho, \rho^{*}\) are called the complex-conjugate coordinates. Under the coordinate transformation (2.7), the various tensor and spinor fields are assumed to transform as follows: \(\hat{x} \equiv\left(u, \rho, \rho^{*}, v\right)\);
\[
\begin{aligned}
& \widehat{A}^{\mu}(\hat{x})=\frac{\partial \hat{x}^{\mu}}{\partial x^{v}} A^{v}(x), \\
& \widehat{A}^{u}(\hat{x})=\frac{1}{2}\left[A^{0}(x)+A^{3}(x)\right], \\
& \widehat{A}^{v}(\hat{x})=\frac{1}{2}\left[A^{0}(x)-A^{3}(x)\right], \\
& \widehat{A}^{\rho}(\hat{x})=\frac{1}{2}\left[A^{1}(x)+i A^{2}(x)\right], \\
& \widehat{A}^{\rho^{\circ}}(\hat{x})=\left[\widehat{A}^{\rho}(x)\right]^{*} ; \\
& {\left[\hat{\eta}_{a b}\right]=[J]^{T}\left[\eta_{v \mu}\right][J]}
\end{aligned}
\]

Dropping hats in the sequel, the Maxwell-Dirac equations (2.3) in the mixed coordinates, by Eqs. (2.7) and (2.8), go over into
\(x \equiv\left(u, v, \rho, \rho^{*}\right) ;\)
\(\square \equiv \partial_{u} \partial_{v}-\partial_{\rho} \partial_{\rho} ;\)
\(M^{u}(x) \equiv \square A^{u}-e\left[\left|\psi_{1}(x)\right|^{2}+\left|\psi_{4}(x)\right|^{2}\right]=0\),
\(M^{v}(x) \equiv \square A^{u}-e\left[\left|\psi_{2}(x)\right|^{2}+\left|\psi_{3}(x)\right|^{2}\right]=0\),
\(M^{\rho}(x) \equiv \square A^{\rho}-e\left[\psi_{1}^{*}(x) \psi_{2}(x)-\psi_{3}^{*}(x) \psi_{4}(x)\right]\),
\(M^{\rho^{*}}(x)=\left[M^{\rho}(x)\right]^{\star}=0 ;\)
\(D_{1}(x) \equiv\left[\partial_{v}+i e A_{v}(x)\right] \psi_{3}(x)\)
\(-\left[\partial_{\rho}+i e A_{\rho}(x)\right] \psi_{4}(x)+i m \psi_{1}(x)=0\),
\(D_{2}(x) \equiv\left[\partial_{u}+i e A_{u}(x)\right] \psi_{4}(x)\)
\(-\left[\partial_{\rho^{\cdot}}+i e A_{\rho^{*}}(x)\right] \psi_{3}(x)+i m \psi_{2}(x)=0\),
\(D_{3}(x) \equiv\left[\partial_{u}+i e A_{u}(x)\right] \psi_{1}(x)\)
\(+\left[\partial_{\rho}+i e A_{\rho}(x)\right] \psi_{2}(x)+i m \psi_{3}(x)=0\),
\(D_{4}(x) \equiv\left[\partial_{v}+i e A_{v}(x)\right] \psi_{2}(x)\)
\(L(x) \equiv \partial_{u} A^{u}+\partial_{v} A^{v}+\partial_{\rho} A^{\rho}+\partial_{\rho} A^{\rho^{*}}=0\).
\[
+\left[\partial_{\rho^{*}}+i e A_{\rho^{*}}(x)\right] \psi_{1}(x)+i m \psi_{4}(x)=0
\]

The preceding systems of equations is easier to solve than the equivalent system (2.3) in Minkowski coordinates.

\section*{III. A SPECIAL CLASS OF PLANE WAVE SOLUTIONS}

In the case of the free Dirac equation, the exact plane wave solutions of the form \(\psi(x)=\alpha(p) e^{i p_{\mu} x^{\prime \prime}}\) are found and discussed in the standard textbooks. Fourier integrals involving these plane wave solutions yield more general exact solutions of the free Dirac equation. These considerations
\[
\begin{align*}
& =2\left[\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right] \\
& \hat{A}_{u}(\hat{x})=2 \hat{A}^{v}(\hat{x}), \quad \hat{A}_{v}(\hat{x})=2 \hat{A}^{u}(\hat{x}), \\
& \hat{A}_{\rho}(\hat{x})=-2 A^{\rho^{*}}(\hat{x}), \quad \hat{A}_{\rho}(\hat{x})=-2 A^{\rho}(\hat{x}) ; \\
& \hat{\psi}(\hat{x}) \equiv \psi(x) ; \\
& \hat{\sigma}^{u}=\frac{1}{2}\left(\sigma^{0}+\sigma^{3}\right)=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right], \quad \hat{\sigma}^{u}=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right],  \tag{2.8}\\
& \hat{\sigma}^{\rho}=\left[\begin{array}{cc}
0 & 1 \\
0 & 0
\end{array}\right], \quad \hat{\sigma}^{\rho^{*}}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right] ; \\
& \hat{\gamma}^{u}=\frac{1}{2}\left(\gamma^{0}+\gamma^{3}\right)=\left(\begin{array}{cc}
0 & \hat{\sigma}^{u} \\
\hat{\sigma}^{u} & 0
\end{array}\right), \quad \hat{\gamma}^{v}=\left(\begin{array}{cc}
0 & \hat{\sigma}^{u} \\
\hat{\sigma}^{v} & 0
\end{array}\right), \\
& \hat{\gamma}^{\rho}=\left(\begin{array}{cc}
0 & -\hat{\sigma}^{\rho} \\
\sigma^{\rho} & 0
\end{array}\right), \quad \hat{\gamma}^{\rho}=\left(\begin{array}{cc}
0 & -\hat{\sigma}^{\rho} \\
\hat{\sigma}^{\rho^{*}} & 0
\end{array}\right) ; \\
& \hat{j}^{u}(\hat{x})=e\left[\left|\hat{\psi}_{1}(\hat{x})\right|^{2}+\left|\hat{\psi}_{4}(\hat{x})\right|^{2}\right], \\
& \hat{j}^{v}(\hat{x})=e\left[\left|\hat{\psi}_{2}(\hat{x})\right|^{2}+\left|\hat{\psi}_{3}(\hat{x})\right|^{2}\right] \text {, } \\
& \hat{j}(\hat{x})=e\left[\hat{\psi}_{1}^{*}(\hat{x}) \hat{\psi}_{2}(\hat{x})-\hat{\psi}_{3}^{*}(\hat{x}) \hat{\psi}_{4}(\hat{x})\right], \\
& \hat{f}^{\rho^{*}}(\hat{x})=e\left[\hat{\psi}_{2}^{*}(\hat{x}) \hat{\psi}_{1}(\hat{x})-\hat{\psi}_{4}^{*}(\hat{x}) \hat{\psi}_{3}(\hat{x})\right] .
\end{align*}
\]
motivate us to seek the class of exact solutions of the Max-well-Einstein equations such that the Dirac field is of the type \(\psi(x)=\alpha(p) e^{i p_{\mu} x^{\prime \prime}}\). This problem has to be divided into two subclasses according to \(m \neq 0\), or else \(m=0\). Complete solutions can be found in both subclasses.

We shall define the notion of the trivial solution for subsequent use. The Dirac field \(\psi(x)\) is called trivial in a domain \(D\) of flat space-time \(M\), provided \(\psi_{1}(x)=\psi_{2}(x)=\psi_{3}(x)\) \(=\psi_{4}(x)=0\) for all \(x\) in \(D\).

Now we are in a position to state and prove rigorous statements on the exact plane wave solutions of the type \(\psi(x)=\alpha(p) e^{i p_{\mu^{\mu}} \mu^{\mu}}\).

Theorem 3.1: Let the potential functions \(A^{\mu} \in C^{2}(D)\), and the Maxwell-Dirac equations (2.9) hold in a bounded domain \(D \subset M\), with \(e \neq 0, m \neq 0\). Let, furthermore, the Dirac bispinor field be of the type \(\psi(x)=\alpha(p) e^{i p_{\mu} x^{\prime \prime}}\), where \(x=\left(u, v, \rho, \rho^{*}\right)\). Then, solutions of these equations exist in \(D\) only if the Dirac field is trivial \([\psi(x) \equiv 0]\).

Proof: Let us define
\[
\begin{align*}
\Omega(x) & \equiv(e)^{-1}\left[p_{\mu} x^{\mu}\right] \\
& =(e)^{-1}\left[p_{u} u+p_{v} v+p_{\rho} \rho+p_{\rho} \cdot \rho^{*}\right] \tag{3.1}
\end{align*}
\]

This function satisfies the wave equation
\[
\square \Omega=0
\]

Therefore, we can make a gauge transformation [cf. Eq. (2.4)]
\(\hat{\psi}(x)=e^{-i e \Omega(x)} \psi(x)=e^{-i e \Omega(x)} \alpha(p) e^{i p_{\mu} x^{\prime \prime}}=\alpha(p)\),
\(\hat{A}_{\mu}(x)=A_{\mu}(x)-\partial_{\mu} \Omega=A_{\mu}(x)-(e)^{-1} p_{\mu}\).
Dropping the hats subsequently, and denoting the values \(\alpha=\boldsymbol{\alpha}(p)\) (which are independent of \(x\) ), the system of equations (2.9) reduces to
\(M^{\mu}(x) \equiv \square A^{u}-e\left(\left|\alpha_{1}\right|^{2}+\left|\alpha_{4}\right|^{2}\right)=0\),
\(M^{v}(x) \equiv \square A^{v}-e\left(\left|\alpha_{2}\right|^{2}+\left|\alpha_{3}\right|^{2}\right)=0\),
\(M^{\rho}(x) \equiv \square A^{\rho}-e\left(\alpha_{1}^{*} \alpha_{2}-\alpha_{3}^{*} \alpha_{4}\right)=0 ;\)
\(i(e)^{-1} D_{1}(x) \equiv \alpha_{3} A_{v}(x)-\alpha_{4} A_{\rho}(x)-(m / e) \alpha_{1}=0\),
\(i(e)^{-1} D_{2}(x) \equiv \alpha_{4} A_{u}(x)-\alpha_{3} A_{\rho} .(x)-(m / e) \alpha_{2}=0\),
\(i(e)^{-1} D_{3}(x) \equiv \alpha_{1} A_{u}(x)+\alpha_{2} A_{p}(x)-(m / e) \alpha_{3}=0\),
\(i(e)^{-1} D_{4}(x) \equiv \alpha_{2} A_{v}(x)+\alpha_{1} A_{\rho}(x)-(m / e) \alpha_{4}=0 ;\)
\(L(x) \equiv \partial_{u} A^{u}+\partial_{v} A^{v}+\partial_{\rho} A^{\rho}+\partial_{\rho} \cdot A^{\rho^{p}}=0\).
We shall first solve the Maxwell equations \(\square A^{v}=j^{v}\). We write \(A^{\nu}(x)=A_{h}^{\nu}(x)+A_{\rho}^{\nu}(x)\) such that \(\square A_{h}^{\nu}(x)=0\) and \(\square A_{p}^{\nu}=j^{\nu}\). Since the four-current vector field is a constant vector field, we can write the particular solutions as \(A_{p}^{\nu}(x)=(1 / 2) j^{\nu}\left(u v-|\rho|^{2}\right)\). Furthermore, the homogeneous solutions can be written as \(A_{h}^{v}(x)= \pm \frac{1}{2} W^{v}(x)\), where \(W^{v}(x)\) are arbitrary wave functions in the domain \(D\). The general solutions of Maxwell's equations can be written as
\[
\begin{aligned}
2 A^{u}(x)= & e\left(\left|\alpha_{1}\right|^{2}+\left|\alpha_{4}\right|^{2}\right)\left(u v-|\rho|^{2}\right) \\
& +W^{u}(x)=A_{v}(x) \\
2 A^{v}(x)= & e\left(\left|\alpha_{2}\right|^{2}+\left|\alpha_{2}\right|^{2}\right)\left(u v-|\rho|^{2}\right)
\end{aligned}
\]
\[
\begin{align*}
& +W^{v}(x)=A_{u}(x) \\
2 A^{\rho}(x)= & e\left(\alpha_{1}^{*} \alpha_{2}-\alpha_{3}^{*} \alpha_{4}\right)\left(u v-|\rho|^{2}\right) \\
& -W^{\rho}(x)=-A_{\rho}(x) \tag{3.4}
\end{align*}
\]

Now, substituting (3.4) into the Dirac equation \(i(e)^{-1} D_{1}(x)=0\), we obtain
\(e\left(u v-|\rho|^{2}\right)\left(\left|\alpha_{1}\right|^{2} \alpha_{3}+\alpha_{1} \alpha_{2}^{*} \alpha_{4}\right)\)
\[
+\left[\alpha_{3} W^{u}(x)-\alpha_{4} W^{\rho}(x)\right]-(m / e) \alpha_{1}=0
\]

Operating by the d'Alembertian \(\square\) from the left on the above equation we get
\[
\begin{align*}
& \alpha_{1}\left(\alpha_{1}^{*} \alpha_{3}+\alpha_{2}^{*} \alpha_{4}\right)=0  \tag{3.5a}\\
& \alpha_{3} W^{u}(x)-\alpha_{4} W^{\rho^{*}}(x)-(m / e) \alpha_{1}=0 \tag{3.5b}
\end{align*}
\]

Similarly, from the other three Dirac equations
\[
\begin{aligned}
-i(e)^{-1} D_{2}(x) & =-i(e)^{-1} D_{3}(x) \\
& =-i(e)^{-1} D_{4}(x)=0
\end{aligned}
\]
we obtain
\[
\begin{align*}
& \alpha_{2}\left(\alpha_{1}^{*} \alpha_{3}+\alpha_{2}^{*} \alpha_{4}\right)=0  \tag{3.6a}\\
& \alpha_{4} W^{v}(x)-\alpha_{3} W^{\rho}(x)-(m / e) \alpha_{2}=0  \tag{3.6b}\\
& \alpha_{3}\left(\alpha_{1} \alpha_{3}^{*}+\alpha_{2} \alpha_{4}^{*}\right)=0  \tag{3.7a}\\
& \alpha_{1} W^{v}(x)+\alpha_{2} W^{\rho}(x)-(m / e) \alpha_{3}=0  \tag{3.7b}\\
& \alpha_{4}\left(\alpha_{1} \alpha_{3}^{*}+\alpha_{2} \alpha_{4}^{*}\right)=0  \tag{3.8a}\\
& \alpha_{2} W^{u}(x)+\alpha_{1} W^{\rho}(x)-(m / e) \alpha_{4}=0 \tag{3.8b}
\end{align*}
\]

By contraposition, let us assume that the Dirac field is nontrivial, i.e.,
\[
\begin{equation*}
\left|\alpha_{1}\right|^{2}+\left|\alpha_{2}\right|^{2}+\left|\alpha_{3}\right|^{2}+\left|\alpha_{4}\right|^{2}>0 \tag{3.9}
\end{equation*}
\]

Then, from Eqs. (3.5a), (3.6a), (3.7a), and (3.8a), it follows that
\[
\begin{equation*}
\alpha_{1}^{*} \alpha_{3}+\alpha_{2}^{*} \alpha_{4}=0=\alpha_{1} \alpha_{3}^{*}+\alpha_{2} \alpha_{4}^{*} \tag{3.10}
\end{equation*}
\]

Now, multiplying (3.5b) by \(\alpha_{i}^{*}\) and (3.8b)* by \(\alpha_{4}\), and adding, we obtain
\(\left(\alpha_{1}^{*} \alpha_{3}+\alpha_{2}^{*} \alpha_{4}\right) W^{u}(x)+0-(m / e)\left(\left|\alpha_{1}\right|^{2}+\left|\alpha_{4}\right|^{2}\right)=0\).
Using Eq. (3.10) and dividing by \(-(m / e) \neq 0\), the above equation yields
\[
\begin{equation*}
\left|\alpha_{1}\right|^{2}+\left|\alpha_{4}\right|^{2}=0 \tag{3.11}
\end{equation*}
\]

Similarly, multiplying (3.7b) by \(\alpha_{3}^{*}\) and (3.6b) \({ }^{*}\) by \(\alpha_{2}\), and adding we get
\[
\begin{gathered}
\left(\alpha_{1} \alpha_{3}^{*}+\alpha_{2} \alpha_{4}^{*}\right) W^{v}(x)+0-(m / e)\left(\left|\alpha_{2}\right|^{2}+\left|\alpha_{3}\right|^{2}\right) \\
=0+0-(m / e)\left(\left|\alpha_{2}\right|^{2}+\left|\alpha_{3}\right|^{2}\right)=0
\end{gathered}
\]

Dividing by \(-(m / e)\), the preceding equation yields
\[
\begin{equation*}
\left|\alpha_{2}\right|^{2}+\left|\alpha_{3}\right|^{2}=0 \tag{3.12}
\end{equation*}
\]

Equation (3.11) plus (3.12), contradicts the strict inequality (3.9). Thus the theorem is proved.

In the above proof, \(m \neq 0\) was used only in the latter part, in deriving Eq. (3.11) and (3.12). Therefore, Eq. (3.1)-(3.10) hold for every value of \(m\), including \(m=0\). Unlike the subclass of \(m \neq 0\), the zero mass subclass allows infinitely many nontrivial solutions. In fact, the zero mass subclass can be completely solved. We shall summarize a
case in this subclass by the following theorem.
Theorem 3.2: Let the potential function \(A^{\mu} \in C^{2}(D)\), and the Maxwell-Dirac equations (2.9) hold in a bounded domain \(D \subset M\), with \(e \neq 0, m=0\). Furthermore, let the Dirac bispinor field be of the type \(\psi(x)=\alpha(p) e^{i p_{\mu} x^{\prime \prime}}\) such that every component of \(\alpha(p)\) is nonzero. In this case I , the general solutions of the equations exist and can be summarized [after the gauge transformation (3.2) and dropping hats] as follows.

Case I: All components nonzero, i.e.,
\[
\alpha_{1} \neq 0, \quad \alpha_{2} \neq 0, \quad \alpha_{3} \neq 0, \quad \alpha_{4} \neq 0
\]
and
\[
\alpha_{1} \alpha_{3}^{*}+\alpha_{2} \alpha_{4}^{*}=0,
\]
but otherwise arbitrary.
\[
\begin{align*}
2 A^{u}(x)= & e\left(\left|\alpha_{1}\right|^{2}+\left|\alpha_{4}\right|^{2}\right)\left(u v-|\rho|^{2}\right) \\
& +W^{u}(x), \\
2 A^{v}(x)= & e\left(\left|\alpha_{2}\right|^{2}+\left|\alpha_{3}\right|^{2}\right)\left(u v-|\rho|^{2}\right) \\
& +\left|\alpha_{2} / \alpha_{1}\right|^{2} W^{u}(x), \\
2 A^{\rho}(x)= & e\left(\alpha_{1}^{*} \alpha_{2}-\alpha_{3}^{*} \alpha_{4}\right)\left(u v-|\rho|^{2}\right) \\
& +\left(\alpha_{2} / \alpha_{1}\right) W^{\rho}(x), \\
2 W^{u}(x)= & -e\left\{\left(\left|\alpha_{2}\right|^{2}+\left|\alpha_{3}\right|^{2}\right) u^{2}\right.  \tag{3.13}\\
& +\left|\alpha_{1} / \alpha_{2}\right|^{2}\left(\left|\alpha_{2}\right|^{2}+\left|\alpha_{4}\right|^{2}\right) v^{2} \\
& -\left(\alpha_{1} / \alpha_{2}\right)\left(\alpha_{1} \alpha_{2}^{*}-\alpha_{3} \alpha_{4}^{*}\right) \rho^{2} \\
& \left.-\left(\alpha_{1}^{*} / \alpha_{2}^{*}\right)\left(\alpha_{1}^{*} \alpha_{2}-\alpha_{3}^{*} \alpha_{4}\right) \rho^{* 2}\right\} \\
& +\operatorname{Re}\left\{\int _ { \mathbb { C } ^ { 2 } } \left[F\left(\lambda r+\lambda \sigma+v \sigma^{*} ; \lambda, v\right)\right.\right. \\
& \left.\left.+G\left(v r+\lambda \sigma+v \sigma^{*} ; \lambda, v\right)\right] d \lambda d v\right\} .
\end{align*}
\]

Here,
\[
\begin{aligned}
& r \equiv\left|\alpha_{2} / \alpha_{1}\right|^{2} u+v \\
& \sigma \equiv v-\left(\alpha_{2} / \alpha_{1}\right)^{*} \rho \\
& \sigma^{*} \equiv v-\left(\alpha_{2} / \alpha_{1}\right) \rho^{*}
\end{aligned}
\]
\(F, G\) are arbitrary twice differentiable functions such that the improper integral over \(\mathbb{C}^{2}\) is uniformly convergent.

Proof: Equation (3.10) implies \(\alpha_{1} \alpha_{3}^{*}+\alpha_{2} \alpha_{4}^{*}=0\), which can be solved by setting
\[
\begin{equation*}
\alpha_{2}=\beta \alpha_{1}, \quad \alpha_{3}^{*}=-\beta \alpha_{4}^{*} \tag{3.14}
\end{equation*}
\]
where \(\beta\) is an arbitrary nonzero complex constant. The Lor-entz-gauge condition \(L(x)=0\) in (3.3), by (3.4), yields
\[
\begin{align*}
\partial_{u} W^{u} & +\partial_{v} W^{v}-\partial_{\rho} W^{\rho}-\partial_{\rho} W^{\rho^{*}} \\
= & -e\left\{\left(\left|\alpha_{1}\right|^{2}+\left|\alpha_{2}\right|^{2}\right) v+\left(\left|\alpha_{2}\right|^{2}+\left|\alpha_{3}\right|^{2}\right) u\right. \\
& \left.\quad-\left(\alpha_{1}^{*} \alpha_{2}-\alpha_{3}^{*} \alpha_{4}\right) \rho^{*}-\left(\alpha_{1} \alpha_{2}^{*}-\alpha_{3} \alpha_{4}^{*}\right) \rho\right\} . \tag{3.15}
\end{align*}
\]

Dirac equations (3.5b), (3.6b), (3.7b), (3.8b) (for \(m=0\) ) go over to
\[
\begin{align*}
& D_{1}^{\prime}(x) \equiv \alpha_{3}^{*} W^{u}(x)-\alpha_{4}^{*} W^{\rho}(x)=0 \\
& D_{2}^{\prime}(x) \equiv \alpha_{4} W^{v}(x)-\alpha_{3} W^{\rho}(x)=0  \tag{3.16}\\
& D_{3}^{\prime}(x) \equiv \alpha_{1}^{*} W^{v}(x)+\alpha_{2}^{*} W^{\rho}(x)=0
\end{align*}
\]
\[
D_{4}^{\prime}(x) \equiv \alpha_{2} W^{u}(x)+\alpha_{1} W^{\rho}(x)=0
\]

We want to solve for the unknown functions \(W^{\mu}(x)\) from the above system of linear equations. The rank of the coefficient matrix is two, due to the condition (3.10). Thus we have to solve only two independent equations such as \(D_{1}^{\prime}(x)=D_{2}^{\prime}(x)=0\). Solving these we obtain
\[
\begin{align*}
& W^{\rho}(x)=-\beta W^{u}(x), \quad W^{v}(x)=|\beta|^{2} W^{u}(x) \\
& \beta=\left(\alpha_{2} / \alpha_{1}\right)=-\left(\alpha_{3} / \alpha_{4}\right)^{*} . \tag{3.17}
\end{align*}
\]

Putting (3.17) into (3.4), we obtain the first three equations of (3.13) for the four-potential functions \(A^{v}(x)\). Substituting (3.17) into (3.15), we get the following linear partial differential equation:
\[
\begin{align*}
&\left(\partial_{u}+|\beta|^{2} \partial_{v}+\beta \partial_{\rho}+\beta \cdot \partial_{\rho}\right) W^{u} \\
&=-e\left[\left(\left|\alpha_{2}\right|^{2}+\left|\alpha_{3}\right|^{2}\right) u+\left(\left|\alpha_{1}\right|^{2}+\left|\alpha_{2}\right|^{2}\right) v\right. \\
&\left.-\left(\alpha_{1} \alpha_{2}^{*}-\alpha_{3} \alpha_{4}^{*}\right) \rho-\left(\alpha_{1}^{*} \alpha_{2}-\alpha_{3}^{*} \alpha_{4}\right) \rho^{*}\right] \tag{3.18}
\end{align*}
\]

By the method of characteristic curves, \({ }^{4}\) we obtain the general solution of (3.18) as
\[
\begin{aligned}
& \begin{aligned}
& W^{u}(x)= \operatorname{Re}\left[f\left(r, \sigma, \sigma^{*}\right)\right]-\frac{e}{2}\left\{\left(\left|\alpha_{2}\right|^{2}+\left|\alpha_{3}\right|^{2}\right) u^{2}\right. \\
&+\frac{\left(\left|\alpha_{1}\right|^{2}+\left|\alpha_{4}\right|^{2}\right) v^{2}}{|\beta|^{2}}-\frac{\left(\alpha_{1} \alpha_{2}^{*}-\alpha_{3} \alpha_{4}^{*}\right)}{\beta} \rho^{2} \\
&\left.-\frac{\left(\alpha_{1}^{*} \alpha_{2}-\alpha_{3}^{*} \alpha_{4}\right)}{\beta^{*}} \rho^{*}\right\} \\
& r \equiv\left|\beta^{2}\right| u-v, \quad \sigma \equiv v-\beta^{*} \rho
\end{aligned} \\
& \sigma^{*}=v-\beta \rho^{*}, \quad p \equiv|\beta|^{2} u+v .
\end{aligned}
\]

Here, \(f\) is an arbitrary, complex-valued, twice differentiable function of its arguments.

Now, \(W^{u}\) is a wave function. Therefore, from (3.19) we obtain
\[
\begin{align*}
0 & =\square W^{u}=\left(\partial_{u} \partial_{v}-\partial_{\rho} \partial_{\rho^{*}}\right)\left\{\operatorname{Re}\left[f\left(r, \sigma, \sigma^{*}\right)\right]\right\} \\
& =\left(-\partial_{r}^{2}+\partial_{r} \partial_{\sigma}+\partial_{r} \partial_{\sigma^{*}}-\partial_{\sigma} \partial_{\sigma^{*}}\right)\left\{\operatorname{Re}\left[f\left(r, \sigma, \sigma^{*}\right)\right]\right\} \tag{3.20}
\end{align*}
\]

The above equation yields
\[
\begin{equation*}
\square f=-\square f^{*}, \quad \square f=i h\left(r, \sigma, \sigma^{*}\right) \tag{3.21}
\end{equation*}
\]
where \(h\) is a real-valued continuous function. Solving (3.21) we get
\[
\begin{equation*}
f\left(r, \sigma, \sigma^{*}\right)=i \int G(\cdots) h(\cdots) d r^{\prime} d \sigma^{\prime} d \sigma^{\prime *}+\phi\left(r, \sigma, \sigma^{*}\right) \tag{3.22}
\end{equation*}
\]
where \(G(\cdots)\) is the real-valued Green's function, and \(\phi\) is an arbitrary complex-valued wave function. Therefore, we must have
\[
\begin{align*}
& \operatorname{Re}\left[f\left(r, \sigma, \sigma^{*}\right)\right]=\operatorname{Re}\left[\phi\left(r, \sigma, \sigma^{*}\right)\right] \\
& \square \phi=\left(-\partial_{r}^{2}+\partial_{r} \partial_{\sigma}+\partial_{r} \partial_{\sigma^{*}}-\partial_{\sigma} \partial_{\sigma^{*}}\right) \phi=0 \tag{3.23}
\end{align*}
\]

We notice that the above differential operator is a homogeneous function of degree 2 in the first partial differential operators. Therefore, we use the ansatz
\[
\begin{equation*}
\phi\left(r, \sigma, \sigma^{*}\right)=F\left(\mu r+\lambda \sigma+v \sigma^{*} ; \mu, v, \sigma\right), \tag{3.24}
\end{equation*}
\]
where \(\mu, \lambda, v\) are complex parameters. The wave equation \(\square \phi=0\) implies that
\[
\begin{equation*}
\left(-\mu^{2}+\mu \lambda+\mu v-\lambda v\right) F^{\prime \prime}=0 . \tag{3.25}
\end{equation*}
\]

Assuming that \(F^{\prime \prime}\) exists and is not necessarily zero, we have
\[
\begin{equation*}
\mu^{2}-\mu(\lambda+v)+\lambda v=0 \tag{3.26}
\end{equation*}
\]

Solving the quadratic equation, we have \(\mu=\lambda\) or \(\mu=\nu\). Therefore, a linear combination of functions \(F(\lambda r+\lambda \sigma\) \(\left.+v \sigma^{*} ; \lambda, v\right)\) and \(G\left(v r+\lambda \sigma+v \sigma^{*} ; \lambda, v\right)\) will solve the wave equation. The general solution \({ }^{5}\) of the wave equation in (3.23) is
\[
\begin{align*}
2 \operatorname{Re} \phi\left(r, \sigma, \sigma^{*}\right)= & \operatorname{Re}\left\{\int _ { \mathbb { C } ^ { 2 } } \left[F\left(\lambda r+\lambda \sigma+v \sigma^{*} ; \lambda, v\right)\right.\right. \\
& \left.\left.+G\left(v r+\lambda \sigma+v \sigma^{*} ; \lambda, v\right)\right] d \lambda d v\right\} . \tag{3.27}
\end{align*}
\]

Here, \(F\) and \(G\) are arbitrary, twice differentiable, complexvalued functions of their arguments such that the above improper integral converges uniformly. By Eqs. (3.19), (3.23), and (3.27), the last of the equations in (3.13) is proved and that completes the proof.

From Eq. (3.10) it is clear that there exists no solution in the case where three of \(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\) are nonzero. In case II, there exists exactly two nonzero components of \(\alpha\). There are infinitely many solutions in this case.

In case III, exactly one of the components of \(\alpha\) is nonzero and there are infinitely many solutions. In the last case for which Dirac field is trivial ( \(\alpha_{1}=\alpha_{2}=\alpha_{3}=\alpha_{4}=0\) ), the Maxwell-Dirac equations reduce to Maxwell equations. That case will be ignored. In the following, all the solutions of cases II and III will be listed without proof.

Case II:
(i) \(\alpha_{3}=\alpha_{4}=0, \alpha_{1} \neq 0, \alpha_{2} \neq 0\), but otherwise arbitrary. This subcase is obtained directly from Eq. (3.13) by setting \(\alpha_{3}=\alpha_{4}=0\).
(ii) \(\alpha_{1}=\alpha_{2}=0, \alpha_{3} \neq 0, \alpha_{4} \neq 0\), but otherwise arbitrary.
\[
\begin{aligned}
& 2 A^{u}(x)= e\left|\alpha_{4}\right|^{2}\left(u v-|\rho|^{2}\right)+W^{u}(x) \\
& 2 A^{v}(x)= e\left|\alpha_{3}\right|^{2}\left(u v-|\rho|^{2}\right)+\left|\alpha_{3} / \alpha_{4}\right|^{2} W^{u}(x) \\
& 2 A^{\rho}(x)=-e \alpha_{3}^{*} \alpha_{4}\left(u v-|\rho|^{2}\right)-\left(\alpha_{3} / \alpha_{4}\right)^{*} W^{u}(x), \\
& 2 W^{u}(x) \equiv-e\left\{\left|\alpha_{3}\right|^{2} u^{2}+\left|\alpha_{4} / \alpha_{3}\right|^{2} v^{2}\right. \\
&\left.-\left(\alpha_{3} / \alpha_{3}^{*}\right)\left(\alpha_{4}^{*}\right)^{2} \rho^{2}-\left(\alpha_{3}^{*} / \alpha_{3}\right)\left(\alpha_{4}\right)^{2} \rho^{* 2}\right\} \\
&+\operatorname{Re}\left\{\int _ { \mathbb { C } ^ { 2 } } \left[\dot{F}\left(\lambda r+\lambda \sigma+v \sigma^{*} ; \lambda, v\right)\right.\right. \\
&\left.\left.+G\left(v r+\lambda \sigma+v \sigma^{*} ; \lambda, v\right)\right] d \lambda d v\right\} \\
& r \equiv\left|\alpha_{3} / \alpha_{4}\right|^{2} u+v, \sigma \equiv v+\left(\alpha_{3} / \alpha_{4}\right) \rho, \\
& \sigma^{*} \equiv v+\left(\alpha_{3} / \alpha_{4}\right)^{*} \rho^{*},
\end{aligned}
\]
(iii) \(\alpha_{1}=\alpha_{4}=0, \alpha_{2} \neq 0, \alpha_{3} \neq 0\), but otherwise arbitrary.
\(A^{u}(x)=A^{\rho}(x) \equiv 0\),
\(2 A^{v}(x)=e\left(\left|\alpha_{2}\right|^{2}+\left|\alpha_{3}\right|^{2}\right)\left(u v-|\rho|^{2}\right)+W^{v}(x)\),
\(W^{v}(x) \equiv-e\left(\left|\alpha_{2}\right|^{2}+\left|\alpha_{3}\right|^{2}\right)\left(u v+|\rho|^{2}\right)+\operatorname{Re}[F(u, \rho)]\).
Here, \(F\) is an arbitrary function of the \(u\) variable and an arbitrary holomorphic function of the \(\rho\) variable.
(iv) \(\alpha_{2}=\alpha_{3}=0, \alpha_{1} \neq 0, \alpha_{4} \neq 0\), but otherwise arbitrary.
\(A^{v}(x)=A^{\rho}(x) \equiv 0\),
\(A^{u}(x)=-e\left(\left|\alpha_{1}\right|^{2}+\left|\alpha_{4}\right|^{2}\right)|\rho|^{2}+\operatorname{Re}[F(v, \rho)]\).
Here \(F\) is an arbitrary function of the \(v\) variable and an arbitrary holomorphic function of the \(\rho\) variable.

Case III: Exactly one of the components of \(\alpha\) is nonzero, but otherwise arbitrary. There are four subcases which can be directly obtained from Eqs. (3.29) and (3.30).

At this stage we have found all the nontrivial, local, plane-wave solutions [of the type \(\psi(x)=\alpha(p) e^{i p_{\mu} x^{\prime \prime}}\) ] of the Maxwell-Dirac equations with \(m=0\). Now we shall point out three common features of these solutions.
(i) Comparing Eq. (3.10) with (2.6) we can conclude that the four-current vector field \(j^{\mu}(x)\) is null for every solution of this type.
(ii) Transforming back by the gauge transformation (3.2) and the coordinate transformation (2.8), it follows that exact solutions for the Dirac wave function are of the type:
\[
\psi(x)=\left[\begin{array}{l}
\alpha_{1}(p) \\
\alpha_{2}(p) \\
\alpha_{3}(p) \\
\alpha_{4}(p)
\end{array}\right] e^{i p, x^{u}}
\]

Here, the only constraint on the coefficient functions is \(\alpha_{1}(p)\left[\alpha_{3}(p)\right]^{*}+\alpha_{2}(p)\left[\alpha_{4}(p)\right]^{*}=0\), and there is no restriction on the \(p_{v}\) 's at all. Therefore, the four-momentum components \(p_{v}\) 's need not satisfy the mass-shell constraint \(\eta^{\mu \nu} p_{\mu} p_{v}-m^{2}=0\).
(iii) Since the gauge transformation (3.1) presupposes that \(e \neq 0\), the solutions found in this section do not have limiting cases for \(e \rightarrow 0\), unless \(p_{\mu} \equiv 0\).

\footnotetext{
'D. Kramer, H. Stephani, M. MacCallum, and E. Herlt, Exact Solutions of Einstein's Field Equations (VEB Deutscher, Berlin, 1980).
\({ }^{2}\) M. J. Hamilton and A. Das, J. Math. Phys. 18, 2026 (1977).
\({ }^{3}\) M. Flato, J. Simon, and E. Taflin, Commun. Math. Phys. 112, 21 (1987).
\({ }^{4}\) R. Courant and D. Hilbert, Methods of Mathematical Physics (Interscience, New York, 1966), Vol. II, p. 62.
\({ }^{5}\) H. Bateman, Differential Equations (Chelsea, New York, 1966), p. 273.
}

\title{
Generalized relations among \(\boldsymbol{N}\)-dimensional Coulomb Green's functions using fractional derivatives
}

\author{
S. M. Blinder \\ Department of Chemistry, University of Michigan, Ann Arbor, Michigan 48109 \\ E. L. Pollock \\ Physics Department, Lawrence Livermore National Laboratory, Livermore, California 94550
}
(Received 3 February 1989; accepted for publication 17 May 1989)
Hostler [J. Math. Phys. 11, 2966 (1970)] has shown that Coulomb Green's functions of different dimensionality \(N\) are related by \(G^{(N+2)}=\mathscr{O} G^{(N)}\), where \(\mathcal{O}\) is a first-order derivative operator in the variables \(x\) and \(y\). Thus all the even-dimensional functions are connected, as are analogously the odd-dimensional functions. It is shown that the operations of functional differentiation and integration can further connect the even- to the odd-dimensional functions, so that Hostler's relation can be extended to give \(G^{(N+1)}=\mathscr{O}^{1 / 2} G^{(N)}\).

\section*{I. INTRODUCTION}

Hostler showed in 1970 that Coulomb Green's functions of varying dimension \(N\) were related as follows \({ }^{1-3}\) :
\[
\begin{align*}
& G^{(N+2)}(x, y, k) \\
& =-\frac{1}{\pi(x-y)}\left(\frac{\partial}{\partial x}-\frac{\partial}{\partial y}\right) G^{(N)}(x, y, k), \\
&  \tag{1.1}\\
& N=1,2,3, \ldots
\end{align*}
\]

Here \(x\) and \(y\) are the two coordinate variables
\[
\begin{equation*}
x, y \equiv r_{1}+r_{2} \pm r_{12} \tag{1.2}
\end{equation*}
\]
and \(k\) is the wave number variable, such that, in atomic units ( \(\hbar=\mu=e=1\) ),
\[
\begin{equation*}
E=\frac{\hbar^{2} k^{2}}{2 \mu}=\frac{k^{2}}{2}, \quad \nu \equiv \frac{Z}{k} . \tag{1.3}
\end{equation*}
\]

Thus the odd-dimensional functions \(G^{(3)}, G^{(5)}, \ldots\) are obtained by successive differentiation of \(G^{(1)}\), while the even-dimensional functions follows analogously from \(G^{(2)}\). We will show in this paper that the even- and odd-dimensional Coulomb Green's functions can be further connected to one another by the operations of fractional differentiation and integration.

By the \(N\)-dimensional Coulomb Green's function we understand the solution of the inhomogeneous differential equation:
\(\left(\frac{1}{2} k^{2}+\frac{1}{2} \nabla_{N}^{2}+\frac{\boldsymbol{Z}}{\mathbf{r}_{N}}\right) \boldsymbol{G}^{(N)}\left(\mathbf{r}_{N}, \mathbf{r}_{N}^{\prime}, k\right)=\delta^{(N)}\left(\mathbf{r}_{N}-\mathbf{r}_{N}^{\prime}\right)\),
which is not to be confused with the solution to Poisson's equation in \(N\)-dimensional space.

\section*{II. RESUME OF THE FRACTIONAL CALCULUS}

The monograph of Oldham and Spanier \({ }^{4}\) gives a definitive presentation of the fractional calculus. A brief heuristic account of some relevant results will suffice to make this paper self-contained.

Multiple differentiation in the complex plane can be represented by Cauchy's integral formula:
\[
\begin{equation*}
f^{(n)}(z)=\frac{n!}{2 \pi i} \oint \frac{f(\zeta) d \zeta}{(\zeta-z)^{(n+1)}} \tag{2.1}
\end{equation*}
\]
for a contour enclosing \(\zeta=z\). A possible generalization of (2.1) to derivatives of nonintegral order \(q\) defines
\[
\begin{equation*}
f^{(q)}(z)=\frac{\Gamma(q+1)}{2 \pi i} \int_{C} \frac{f(\zeta) d \zeta}{(\zeta-z)^{q+1}} . \tag{2.2}
\end{equation*}
\]

For \(q \neq n, \zeta=z\) becomes a branch point. Let the contour \(C\) be taken counterclockwise around \(z\) and extending on both sides of a branch cut to a lower limit \(\xi=a\). The values \(a=0\) (Riemann) and \(a=-\infty\) (Liouville) are the most common. For \(q<0\), (2.2) reduces to the Riemann-Liouville definition of a fractional derivative, viz.,
\[
\begin{equation*}
f^{(q)}(z)=\frac{1}{\Gamma(-q)} \int_{a}^{z} \frac{f(\zeta) d \zeta}{(z-\zeta)^{q+1}} \equiv{ }_{a} D_{z}^{q} f(z) . \tag{2.3}
\end{equation*}
\]

The case \(q=-\frac{1}{2}\) is called the semi-integral:
\[
\begin{equation*}
{ }_{a} D_{z}^{-1 / 2} f(z)=\frac{1}{\sqrt{\pi}} \int_{a}^{z} \frac{f(\zeta) d \zeta}{(z-\zeta)^{1 / 2}} . \tag{2.4}
\end{equation*}
\]

For \(q>0\) (and \(\neq n\) ) the singularity at \(\zeta=z\) can be removed by integration by parts. Thus the semiderivative, with \(q=\frac{1}{2}\), is given by
\[
\begin{equation*}
{ }_{a} D_{z}^{1 / 2} f(z)=\frac{1}{\sqrt{\pi}} \frac{f(a)}{(z-a)^{1 / 2}}+\frac{1}{\sqrt{\pi}} \int_{a}^{z} \frac{f^{\prime}(\zeta) d \zeta}{(z-\zeta)^{1 / 2}} \tag{2.5}
\end{equation*}
\]

We will actually require the limit value \(a=+\infty\). For appropriately behaved \(f(z)\) :
\[
\begin{equation*}
{ }_{\infty} D_{z}^{-1 / 2} f(z)=\frac{i}{\sqrt{\pi}} \int_{z}^{\infty} \frac{f(\zeta) d \zeta}{(\zeta-z)^{1 / 2}} \tag{2.6}
\end{equation*}
\]
and
\[
\begin{equation*}
{ }_{\infty} D_{z}^{1 / 2} f(z)=\frac{i}{\sqrt{\pi}} \int_{z}^{\infty} \frac{f^{\prime}(\zeta) d \zeta}{(\zeta-z)^{1 / 2}} . \tag{2.7}
\end{equation*}
\]

\section*{III. INTEGRAL REPRESENTATION OF N-DIMENSIONAL GREEN'S FUNCTION}

The Coulomb Green's function in \(N\)-dimensional space can be expanded as a sum of partial waves as follows \({ }^{5}\) :
\[
\begin{equation*}
G^{(N)}=\frac{\Gamma(N / 2)}{2 \pi^{N / 2}(N-2)} \sum_{L=0}^{\infty}(2 L+N-2) C_{L}^{N / 2-1}(\cos \theta) G_{L}^{(N)}, \tag{3.1}
\end{equation*}
\]
where \(C_{L}^{v}(z)\) is a Gegenbauer (ultraspherical) polynomial,
\[
\begin{equation*}
C_{L}^{v}(z)=(-)^{L} \frac{\Gamma(L+2 v)}{L!\Gamma(2 v)}{ }_{2} F_{1}(-L, L+2 v ; v+1 / 2 ;(1+z) / 2) \tag{3.2}
\end{equation*}
\]

The partial-wave retarded Green's functions are given by \({ }^{6}\)
\[
\begin{align*}
G_{L}^{(N)}\left(r_{1}, r_{2}, k\right)= & (i k)^{-1}\left(r_{1} r_{2}\right)^{(1-N) / 2} \Gamma(L+N / 2-1 / 2-i v) \\
& \times M_{i v}^{L+N / 2-1}\left(-2 i k r_{<}\right) W_{i v}^{L+N / 2-1}\left(-2 i k r_{>}\right), \quad N=3,4,5, \ldots \tag{3.3}
\end{align*}
\]
where \(M\) and \(W\) are Whittaker functions as defined by Buchholz. \({ }^{7,8}\)
Using Buchholz's integral representation for the above product of Whittaker functions,
\[
\begin{equation*}
G_{L}^{(N)}=-2(-i)^{2 L+N-2}\left(r_{1} r_{2}\right)^{1-N / 2} \int_{0}^{\infty} d q e^{2 i v q} e^{i k\left(r_{1}+r_{2}\right) \operatorname{coth} q} J_{2 L+N-2}\left(2 k \sqrt{r_{1} r_{2}} \operatorname{csch} q\right), \tag{3.4}
\end{equation*}
\]
the summation in (3.1) can be carried out using the Neumann series \({ }^{9}\) :
\[
\begin{equation*}
\left(\frac{k z}{2}\right)^{\mu-v} J_{z}(k z)=k^{\mu} \sum_{n=0}^{\infty} \frac{\Gamma(\mu+n)}{n!\Gamma(v+1)}{ }_{2} F_{1}\left(\mu+n,-n ; v+1 ; k^{2}\right)(\mu+2 n) J_{\mu+2 n}(z), \tag{3.5}
\end{equation*}
\]
with the identifications \(n=L, k=\cos (\theta / 2), z=2 k \sqrt{r_{1} r_{2}} \operatorname{csch} q, \mu=n-2\) and \(v=(N-1) / 2\). The result is the following integral representation for \(G^{(N)}\) (see Ref. 10):
\(G^{(N)}(x, y, k)=(2 \pi)^{1 / 2-N / 2}(-i)^{N} k^{N / 2-1 / 2} \eta^{3 / 2-N / 2}\)
\[
\begin{equation*}
\times \int_{0}^{\infty} d q(\operatorname{csch} q)^{N / 2-1 / 2} e^{2 i v q} e^{i k \xi \operatorname{coth} q} J_{N / 2-3 / 2}(k \eta \operatorname{csch} q), \quad N=1,2,3, \ldots \tag{3.6}
\end{equation*}
\]
where
\[
\begin{equation*}
\xi \equiv r_{1}+r_{2}=(x+y) / 2, \quad \eta \equiv 2 r_{1} r_{2} \cos (\theta / 2)=\sqrt{x y} . \tag{3.7}
\end{equation*}
\]

The above result for \(N=2\) follows by a separate derivation. The case \(N=1\) corresponds to Meixner's one-dimensional Coulomb system \({ }^{11}\)
\[
\begin{equation*}
G^{(1)}=i \eta \int_{0}^{\infty} d q \operatorname{csch} q e^{2 i v q} e^{i k \xi \operatorname{coth} q} J_{1}(k \eta \operatorname{csch} q)=(i k)^{-1} \Gamma(1-i v) M_{i \nu}^{1 / 2}(-i k y) W_{i \nu}^{1 / 2}(-i k x), \tag{3.8}
\end{equation*}
\]
with the closed form following from Buchholz' integral representation. For \(N=2\),
\[
\begin{equation*}
G^{(2)}=-\frac{1}{\pi} \int_{0}^{\infty} d q \operatorname{csch} q e^{2 i v q} e^{i k \xi \operatorname{coth} q} \cos (k \eta \operatorname{csch} q) \tag{3.9}
\end{equation*}
\]
which can be reduced to a series of Whittaker functions,
\[
\begin{equation*}
G^{(2)}=-\frac{1}{i \pi k \eta} \sum_{m=-\infty}^{\infty} \Gamma\left(|m|+\frac{1}{2}-i v\right) M_{i v}^{|m|}(-i k y) W_{i v}^{|m|}(-i k x) \tag{3.10}
\end{equation*}
\]
but no further reduction to a closed form is known.

\section*{IV. RELATIONS AMONG DIFFERENT DIMENSIONALITIES}

Hostler's operator [cf. Eq. (1.1)], when applied to a function of \(\xi\) and \(\eta\) [cf. Eq. (3.7)], reduces as follows:
\(\widehat{O} \equiv-\frac{1}{\pi(x-y)}\left(\frac{\partial}{\partial x}-\frac{\partial}{\partial y}\right)=\frac{1}{2 \pi \eta}\left(\frac{\partial}{\partial \eta}\right)_{\xi}=\frac{1}{\pi} D_{\eta^{2}}\).
By the well-known derivative formula for Bessel functions, \({ }^{12}\)
\[
\begin{equation*}
\left(\frac{1}{z} \frac{d}{d z}\right)^{n} z^{-v} J_{v}(z)=(-)^{n} z^{-v-n} J_{v+n}(z) \tag{4.2}
\end{equation*}
\]

Identifying \(z\) with \(k \eta \operatorname{csch} q\), we have
\[
\begin{align*}
& D_{\eta^{2}}^{n} \eta^{-v} J_{v}(k \eta \operatorname{csch} q) \\
& \quad=(-k \operatorname{csch} q / 2)^{n} \eta^{-v-n} J_{v+n}(k \eta \operatorname{csch} q) \tag{4.3}
\end{align*}
\]

Applying Hostler's operator succesively to the integral rep-
resentation (3.6) then gives the odd-dimensional Green's function
\[
\begin{equation*}
G^{(2 N+1)}=\mathcal{O}^{N} G^{(1)} \tag{4.4}
\end{equation*}
\]
and analogously, for even \(N\),
\[
\begin{equation*}
G^{(2 N+2)}=\mathscr{O}^{N} G^{(2)} \tag{4.5}
\end{equation*}
\]

The identity (4.2) can be reexpressed as follows (with \(z \rightarrow \sqrt{z}\) ):
\[
\begin{equation*}
D_{z}^{n} z^{-v / 2} J_{v}(\sqrt{z})=\left(-\frac{1}{2}\right)^{n} z^{-(v+n) / 2} J_{v+n}(\sqrt{z}) \tag{4.6}
\end{equation*}
\]

Taking \(n=1\) and integrating between the limits \(a\) and \(z\), we find
\[
\begin{equation*}
\left.\zeta^{-v / 2} J_{v}(\sqrt{\zeta})\right]_{a}^{2}=-\frac{1}{2} \int_{a}^{2} \zeta^{-(v+1) / 2} J_{v+1}(\sqrt{\zeta}) \tag{4.7}
\end{equation*}
\]

For \(v \geqslant 0\), the lower boundary term in (4.7) vanishes for \(a=+\infty\). Thus the analog of (4.6) for negative \(n\) (multiple integration) can be written
\[
\begin{equation*}
{ }_{\infty} D_{z}^{-n} z^{-v / 2} J_{v}(\sqrt{z})=(-2)^{n} z^{-(v-n) / 2} J_{v-n}(\sqrt{z}) . \tag{4.8}
\end{equation*}
\]

It is now suggested that (4.6) and (4.8) might be generalized to fractional \(n\). For the semi-integral, Eq. (4.8) with \(n=\frac{1}{2}\), use (2.6) and evaluate the integral. \({ }^{13}\) The result is
\[
\begin{align*}
{ }_{\infty} D_{z}^{-1 / 2} z^{-v / 2} J_{v}(\sqrt{z}) & =\frac{i}{\sqrt{\pi}} \int_{z}^{\infty} \frac{\zeta^{-v / 2} J_{v}(\sqrt{\zeta})}{(\zeta-z)^{1 / 2}} d \zeta \\
& =i \sqrt{2} z^{-v / 2+1 / 4} J_{v-1 / 2}(\sqrt{z}) \tag{4.9}
\end{align*}
\]

Likewise, Eq. (4.6) works for \(n=\frac{1}{2}\). One can therefore write the square root of Hostler's operator as
\[
\begin{equation*}
\theta^{1 / 2}=-(1 / \sqrt{\pi})_{\infty} D_{\eta^{2}}^{1 / 2} \tag{4.10}
\end{equation*}
\]
such that
\[
\begin{align*}
\mathcal{O}^{1 / 2} G^{(N)}=G^{(N+1)}, \quad \mathcal{O}^{N / 2} G^{(1)} & =G^{(N+1)}, \\
N & =1,2,3, \ldots \tag{4.11}
\end{align*}
\]

This does not, incidentally, provide a closed form for \(G^{(2)}\) since the semiderivative still involves either an integral or an infinite sum.

For \(Z=0\), the above reduce to free-particle Green's functions. In particular,
\[
\begin{align*}
& G_{\mathrm{FP}}^{(1)}=(i k)^{-1}\left[e^{i k(x-y) / 2}-e^{i k(x+y) / 2}\right] \\
& G_{\mathrm{FP}}^{(2)}=-(i / 2) H_{0}^{(1)}(k R),  \tag{4.12}\\
& G_{\mathrm{FP}}^{(3)}=-e^{i k R} / 2 \pi R,
\end{align*}
\]
where \(R \equiv r_{12}=(x-y) / 2\). It can be verified that the Hostler operator and its square root also transform among the functions (4.12) in accord with (4.11).
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A closed and analytical formula is given for the free Green's function in a harmonic oscillator basis. It is very useful for solving the Lippman-Schwinger equation for the scattering of two clusters within the resonating group method formula.

\section*{I. INTRODUCTION}

For some problems in atomic or nuclear physics, one is led to solve scattering equations describing collisions of complex systems formed with identical particles. The exact solution for such a problem is presently not feasible once the number of particles exceeds 4. Among the approximate methods introduced to solve the general problem, the resonating group method (RGM) proposed a long time ago by Wheeler \({ }^{1}\) is very attractive and powerful. This method and a related one, the generator coordinate method (GCM), have been extensively used in atomic and nuclear scattering. \({ }^{2}\) In the RGM, the \(N\)-body problem is transformed into a system of coupled channel equations for the wave functions relative to the various partitions defining the scattered clusters. The coupling potentials between distinct channels are strongly nonlocal.

\section*{II. RESONATING GROUP METHOD}

It is not our aim to enter into detail concerning this method but we shall give the basic equations necessary for understanding the philosophy of our paper. The trial RGM wave function looks like
\[
\begin{align*}
& |\Psi(1,2, \ldots, N)\rangle \\
& \quad=\sum_{c} \mathscr{A}\left|\left\{\left[\Psi_{c_{1}}\left(1,2, \ldots, N_{1}\right) \Psi_{c_{2}}\left(N_{1}+1, \ldots, N\right)\right]_{c} \chi_{c}\right\}\right\rangle \tag{1}
\end{align*}
\]
where the sum runs over the various channels \(c\) defined by the chosen eigenmodes \(c_{1}\) and \(c_{2}\) for the clusters 1 (containing particles \(1,2, \ldots, N_{1}\) ) and 2 (containing particles \(N_{1}+1, \ldots, N\) ) as well as the various intrinsic couplings (color, spin, isospin, etc.) symbolically denoted by [ ] and the total angular momentum coupling denoted by \{ \}. The state vector \(\left|\chi_{c}\right\rangle\) describes the relative motion between the clusters \(c_{1}\) and \(c_{2}\).

The variational RGM principle only acts on the relative function \(\chi_{c}\) while the cluster states \(\psi_{c_{1}}\) and \(\psi_{c_{2}}\) are supposed frozen once and for all. The Schrödinger equation in the Hilbert space spanned by the RGM function (1) gives rise to the well known Hill-Wheeler equation \({ }^{3}\)
\[
\begin{equation*}
\sum_{c^{\prime}}\left[E N_{c c^{\prime}}-H_{c c^{\prime}}\right]\left|\chi_{c^{\prime}}\right\rangle . \tag{2}
\end{equation*}
\]

The norm \(N_{c c^{\prime}}\) and energy \(H_{c c^{\prime}}\) kernels are, in general, very complicated as a result of the presence of the antisymmetizer
\(\mathscr{A}\) in the wave function. It is usual to split the contributions of \(\mathscr{A}\) into two parts: the one called direct (D) comes from terms in \(\mathscr{A}\) analogous to unity, and the other called exchange ( E ) comes from all other terms. The direct terms are relatively easy to calculate; while the exchange terms are very cumbersome. Expressing the Hamiltonian as the sum of intrinsic cluster Hamiltonians plus the relative kinetic energy \(K\) plus the intercluster interaction \(V_{12}\), the Hill-Wheeler equation (2) is transformed into
\[
\begin{equation*}
\left[\varepsilon_{c}-K_{c}^{(\mathrm{D})}\right]\left|\chi_{c}\right\rangle=\sum_{c^{\prime}} V_{c c^{\prime}}\left(\varepsilon_{c^{\prime}}\right)\left|\chi_{c^{\prime}}\right\rangle \tag{3}
\end{equation*}
\]
where \(\varepsilon_{c}=E-E_{c_{1}}-E_{c_{2}}\) is the relative intercluster energy and
\[
\begin{equation*}
V_{c c^{\prime}}\left(\varepsilon_{c^{\prime}}\right)=K_{c c^{\prime}}^{(\mathrm{E})}+V_{12}^{(\mathrm{D})}+V_{12}^{(\mathrm{D})}-\varepsilon_{c^{\prime}}^{(\mathrm{E})} N_{c c^{\prime}}^{(\mathrm{E})} \tag{4}
\end{equation*}
\]
is some kind of effective potential, usually nonlocal. The form (3) is quite similar to a Schrödinger equation with coupled channels, although \(\left|\chi_{c}\right\rangle\) does not represent a probability amplitude because of the nonorthogonality of the basis. Anyhow, from Eq. (3) one can use the well known methods of dealing with scattering problems. In particular, the Lippman-Schwinger equation relates the transition matrix \(T\) to the potential matrix \(V\) [in this case \(V\) is given by (4) and is energy dependent]:
\[
\begin{equation*}
T=V+V G_{0}^{+} T . \tag{5}
\end{equation*}
\]

All the physical information concerning the scattering can be obtained from the transition operator \(T\).

Usually the Lippman-Schwinger equation is solved in configuration or in momentum space in which the free propagator \(G_{o}^{+}=(E+i \varepsilon-K)^{-1}\) takes a particularly simple form. In that case, \(G_{0}^{+}\)has a pole and this may lead to some numerical difficulties. However, the point is that, within the RGM framework, the exchange kernels are never calculated directly in the configuration or momentum space. Most of the time the cluster functions \(\psi_{c_{1}}\) and \(\psi_{c_{2}}\) are approximated by Gaussians, and the more natural way to calculate the kernels is to expand \(\chi_{c}\) on peaked Gaussians. \({ }^{4}\) Recently we proposed \({ }^{5}\) an alternative method based on harmonic oscillator ( HO ) functions \(\phi_{n l}\). The advantage is that we are not limited to ground state clusters, but radial excitations can be considered as well. We proved in a previous paper \({ }^{6}\) that the exchange kernels
\[
H_{c c^{\prime}}^{(\mathrm{E})}\left(n, n^{\prime} ; l\right)=\left\langle\phi_{n l}\right| H_{c c^{\prime}}^{(\mathrm{E})}\left|\phi_{n^{\prime} l}\right\rangle
\]
can always be calculated exactly in such a basis with the help of Brody-Moshinsky coefficients. Moreover, it can be shown in some cases, and it is expected on general grounds, that the exchange quantities are very rapidly convergent in the HO basis. In practice they are roughly zero once \(n, n^{\prime} \geqslant n_{\alpha} \cong 4\). In other words, the nonlocal exchange potentials are a very limited sum of separable (in HO basis) potentials. The only problem comes from \(V_{12}^{(\mathrm{D})}\) in (4), which is, in general, local and cannot always be expanded on HO in a very convergent way. A possibility in that case is to use the propagator \(\left(E+i \varepsilon-K-V_{12}^{(D)}\right)^{-1}\) in the LippmanSchwinger equation. In a number of interesting situations (electromagnetic interactions of two neutral objects, strong interaction of two colorless systems, etc). this fortunately will not be necessary since \(V_{12}^{(D)}\) vanishes identically. Thus in the RGM a natural basis for evaluating the kernels is the harmonic oscillator one. In solving the Lippman-Schwinger equation, one must manage matrices of order \(n_{c} \times n_{\alpha}\) ( \(n_{c}\) is the number of channels), which is around a few tenth. Coming back to the coordinate or momentum space makes necessary (i) additional calculations to express the kernels from the HO basis to the new basis, and (ii) the discretization of the \(r\) or \(p\) axis into \(n_{p} \cong 100\) points. This will result in dealing with matrices of order \(n_{c} \times n_{p}\), which is typically of several hundred. From these remarks one sees that there is a great advantage to solving the Lippman-Schwinger equation in the HO basis directly.

\section*{III. MATRIX ELEMENTS OF THE FREE PROPAGATOR}

But to perform such a program we absolutely need the expression of the free propagator \(G_{0}^{+}\)in the harmonic oscillator basis. As far as we know this analytical expression was never published and the main topic of this paper is to derive it in a closed form.

Thus we are faced with the problem of evaluating
\(G_{0 n n^{\prime} l}^{+}(E, b)\)
\[
\begin{equation*}
=\lim _{\varepsilon \rightarrow 0}\left\langle\varphi_{n l m}(b)\right|(E+i \varepsilon-K)^{-1}\left|\varphi_{n^{\prime} l m}(b)\right\rangle \tag{6}
\end{equation*}
\]

The kinetic energy operator \(K=\mathbf{p}^{2} / 2 \mu\) is invariant under rotation and it is the same angular momentum lm that appears in the bra and in the ket. Let \(b\) be the size parameter for the harmonic oscillator wave function; it is more convenient to define the space vectors \(\mathbf{r}\) in units of \(b, \mathbf{x}=\mathbf{r} / b\), and the wave vectors \(\mathbf{k}\) in units of \(b^{-1}, \mathbf{q}=b \mathbf{k}\). The HO wave functions are defined in the configuration space with the usual Moshinsky \({ }^{7}\) phase conventions:
\[
\begin{align*}
&\langle\mathbf{x}| n l m=\varphi_{n l m}(\mathbf{x})=\left[U_{n l}(x) / x\right] Y_{l m}(\hat{x}) \\
& U_{n \prime}(x)= {\left[\sqrt{2(n!) / \Gamma\left(n+l+\frac{3}{2}\right)}\right] } \\
& \times x^{l+1} e^{-x^{2} / 2} L_{n}^{l+1 / 2}\left(x^{2}\right),  \tag{7}\\
& L_{n}^{l+1 / 2}\left(x^{2}\right)=\sum_{s=0}^{n}(-)^{s} \frac{\Gamma\left(n+l+\frac{3}{2}\right)}{(n-s)!\Gamma\left(s+l+\frac{3}{2}\right)} \frac{x^{2 s}}{s!}
\end{align*}
\]
are the Laguerre polynomials.
In the momentum representation \(|\mathbf{q}\rangle\) the HO wave functions [Fourier transforms of \(\phi_{n l m}(x)\) ] have the same form as in the coordinate representation but differ by an important phase factor. Explicitly
\[
\begin{align*}
\langle\mathbf{q} \mid n l m\rangle & =(2 \pi)^{-3 / 2} \int e^{-i \mathbf{q} \mathbf{x}} \varphi_{n l m}(\mathbf{x}) d \mathbf{x} \\
& =(-i)^{2 n+l} \varphi_{n l m}(\mathbf{q}) \tag{8}
\end{align*}
\]

It is more convenient to use the momentum representation to evaluate the Green's function. For typographical reasons we will omit the \((+)\) (outgoing propagator) and ( 0 ) (free propagator) superscript indices in all that follows having always in mind that we deal with the free outgoing propagator. One can write
\[
\begin{align*}
G_{n n^{\prime} l} & (E, b) \\
= & (-1)^{n+n^{\prime}}\left(2 \mu b^{2} / \hbar^{2}\right) \\
& \times \lim _{\varepsilon \rightarrow 0} \int \varphi_{n i m}^{*}(\mathbf{q}) \varphi_{n^{\prime} l m}(\mathbf{q})\left[q_{o}^{2}-q^{2}+i \varepsilon\right]^{-1} d \mathbf{q} \tag{9}
\end{align*}
\]
with \(q_{0}^{2}=2 \mu b^{2} E / \hbar^{2}\). The integration over angles is trivial and we are left only with the radial integration
\[
\begin{equation*}
A=\lim _{\varepsilon \rightarrow 0} \int_{0}^{\infty} U_{n I}(q) U_{n^{\prime} I}(q)\left[q_{0}^{2}-q^{2}+i \varepsilon\right]^{-1} d q \tag{10}
\end{equation*}
\]

Using the well known property
\[
\begin{align*}
\lim _{\varepsilon \rightarrow 0} & {\left[q_{0}^{2}-q^{2}+i \varepsilon\right]^{-1} } \\
& =\text { P.P. }\left[q_{0}^{2}-q^{2}\right]^{-1}-i \pi \delta\left(q_{0}^{2}-q^{2}\right) \tag{11}
\end{align*}
\]
the Green's function can be split into two parts: the real part \(G^{R}\) coming from the principal part P.P. and the imaginary part \(G^{I}\) (present only for scattering problems \(q_{0}^{2}>0\) ) coming from the delta function. The imaginary part is easy to calculate; the real part is more involved. One has to evaluate the following integral:
\[
\begin{align*}
R= & \text { P.P. } \int_{0}^{\infty} e^{-q} q^{2 l+2} \\
& \times L_{n}^{l+1 / 2}\left(q^{2}\right) L_{n^{\prime}}^{l+1 / 2}\left(q^{2}\right)\left[q^{2}-q_{0}^{2}\right]^{-1} \tag{12}
\end{align*}
\]

Let us remark that \(L_{n}^{l+1 / 2}\left(q^{2}\right) L_{n^{\prime}}^{l+1 / 2}\left(q^{2}\right)=P_{N}\left(q^{2}\right)\) is a polynomial of degree \(N=n+n^{\prime}\). The trick is thus to isolate the singularity of (12) in a much simpler integral. The original integral can be decomposed into two terms \(R_{1}\) and \(R_{2}\). Explicitly
\[
R=R_{1}+R_{2}
\]
with
\[
\begin{align*}
R_{1}= & \text { P.P. } \int_{0}^{\infty} e^{-q^{2}}\left[q^{2 l+2} P_{N}\left(q^{2}\right)-q_{0}^{2 l+2} P_{N}\left(q_{0}^{2}\right)\right] \\
& \times\left[q^{2}-q_{0}^{2}\right]^{-1} d q \tag{13}
\end{align*}
\]
and
\[
R_{2}=q_{0}^{2 l+2} P_{N}\left(q_{0}^{2}\right) \text { P.P. } \int_{0}^{\infty} e^{-q^{2}}\left[q^{2}-q_{0}^{2}\right]^{-1} d q .
\]

In \(R_{1}\) the pole disappears and the resulting integrals are standard. We are left with polynomials in \(q_{0}^{2}\) whose coefficients \(b_{k}\) are purely geometrical and can be computed and tabulated once and for all.

The integral \(R_{2}\) containing the pole is related to the complex error function \(\operatorname{erf}(z) .{ }^{8}\) After some manipulations, one gets
\[
\text { P.P. } \int_{0}^{\infty} e^{-q^{2}}\left[q^{2}-q_{0}^{2}\right]^{-1} d q \quad F(x)=e^{-x^{2}} \int_{0}^{x} e^{t^{2}} d t
\]
\[
\begin{equation*}
=\frac{i \pi}{2 q_{0}} e^{-q_{0}^{2}} \operatorname{erf}\left(i q_{0}\right)=-\frac{\sqrt{\pi}}{q_{0}} F\left(q_{0}\right), \tag{14}
\end{equation*}
\]
where
\[
\begin{align*}
& G_{n n^{\prime} l}(E, b)=G_{n n^{\prime} l}^{R}(E, b)+i G_{n n^{\prime} l}^{I}(E, b),  \tag{15}\\
& G_{n n^{\prime} l}^{I}(E, b)=(-1)^{n+n^{\prime}+1} \frac{2 \mu b^{2}}{\hbar^{2}} \frac{\pi}{2 q_{0}} U_{n l}\left(q_{0}\right) U_{n^{\prime} l}\left(q_{0}\right),  \tag{16}\\
& G_{n n^{\prime} l}^{R}(E, b)=(-1)^{n+n^{\prime}+1} \frac{2 \mu b^{2}}{\hbar^{2}}\left\{\frac{i \pi}{2 q_{0}} U_{n l}\left(q_{0}\right) U_{n^{\prime} l}\left(q_{0}\right) \operatorname{erf}\left(i q_{0}\right)+\sum_{k=0}^{l+n+n^{\prime}} b_{k}\left(n, n^{\prime}, l\right) q_{0}^{2 k}\right\}, \tag{17}
\end{align*}
\]
with
\[
\begin{align*}
& b_{k}\left(n, n^{\prime}, l\right) \\
& =2^{2 k+1-n-n^{\prime}}\left(\frac{n!n^{\prime}!(2 n+2 l+1)!\left(2 n^{\prime}+2 l+1\right)!}{(n+l)!\left(n^{\prime}+l\right)!}\right)^{1 / 2} \\
&  \tag{18}\\
& \quad \times \sum_{p=0}^{n} \sum_{p^{\prime}=0, p+p^{\prime}>k-l+1}^{n^{\prime}}(-1)^{p+p^{\prime}} \frac{\left(2 l+2 p+2 p^{\prime}-2 k\right)!(p+l)!\left(p^{\prime}+l\right)!}{\left(p+p^{\prime}+l-k\right)!(2 p+2 l+1)!\left(2 p^{\prime}+2 l+1\right)!(n-p)!\left(n^{\prime}-p^{\prime}\right)!p!p^{\prime}!} .
\end{align*}
\]

The geometrical coefficients \(b_{k}\left(n, n^{\prime}, l\right)\) fulfill the relations
\[
\begin{aligned}
& b_{k}\left(n, n^{\prime}, l\right)=b_{k}\left(n^{\prime}, n, l\right), \\
& b_{k}\left(n, n^{\prime}, l\right)=0, \quad \text { if } k>n+n^{\prime}+l,
\end{aligned}
\]
and \(q_{0}\) is given by (9).

\section*{IV. CONCLUSION}

The expressions (16) and (17) give the free propagator in the HO basis; the pole has been eliminated analytically and this is a great advantage. This procedure allows us to solve the Lippman-Schwinger equation in the HO basis; this will be very well suited for scattering equations of HillWheeler type with kernels rapidly converging in the harmonic oscillator basis. In fact, this method was applied with success in the description of nucleon-nucleon interaction in terms of quarks, \({ }^{9}\) of \(Q Q \bar{q} \vec{q}\) multiquarks, \({ }^{10}\) or of the dilambda system. \({ }^{11}\)
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The impact parameter model for the scattering of two heavy particles and a light one is studied. The asymptotic behavior of the transition probability is studied when the relative velocity of the heavy particles goes to zero. In particular, rigorous proof is given from first principles, within the context of the model, of the validity of Massey's criterion.

\section*{I. INTRODUCTION}

In this paper we consider the impact parameter model for the scattering of a light particle and two heavy ones. In this model one assumes that the heavy particles are infinitely massive and that their motion along a classical trajectory is not affected by the light particle. In this approximation the influence of the heavy particles \(n n\) the light one is represented by time-dependent potentials. We will neglect magnetic effects and will take the potentials of interaction between the light particle and the heavy ones to be separable.

For any positive integer \(m\), let \(L^{2}\left(R^{m}\right)\) be the Hilbert space consisting of all complex valued Lebesgue measurable square integrable functions on \(R^{m}\). For \(t \in R^{1}, H(t) \equiv H_{v}(t)\) is the following self-adjoint operator \({ }^{1}\) in \(L^{2}\left(R^{m}\right)\) with domain \(H_{2}\left(R^{m}\right)\) (see Ref. 2), the Sobolev space of order 2:
\[
\begin{equation*}
H_{v}(t)=-\frac{1}{2} \Delta-\lambda_{1} V-\lambda_{2} V_{\rho}, \tag{1.1}
\end{equation*}
\]
where \(\Delta\) is the Laplace operator, \({ }^{3}\)
\[
\Delta=\sum_{i=1}^{m} \frac{\partial^{2}}{\partial x_{i}^{2}}
\]
with derivatives in the distribution sense. Also, \(\lambda_{1}\) and \(\lambda_{2}\) are real, \(\lambda_{1}>\lambda_{2}>0\), and \(V\) is the rank 1 operator,
\[
\begin{equation*}
V \varphi=g(g, \varphi) \tag{1.2}
\end{equation*}
\]
for all \(\varphi \in L^{2}\left(R^{m}\right)\), and \(g\) a fixed function in \(L^{2}\left(R^{m}\right)\), \(\|g\|=1\), with \((\cdot, \cdot)\) denoting the scalar product in \(L^{2}\left(R^{m}\right)\) antilinear on the factor on the left. Moreover, for \(g \in L^{2}\left(R^{m}\right)\), we define
\[
\begin{equation*}
V_{\rho} \phi=g_{\rho}\left(g_{\rho}, \phi\right), \tag{1.3}
\end{equation*}
\]
with
\[
\begin{equation*}
g_{\rho}(\mathbf{x})=g(\mathbf{x}-\rho(t)) \tag{1.4}
\end{equation*}
\]

Here \(\rho(t)\) is a function from \(R^{1}\) into \(R^{m}\), two times continuously"differentiable and such that, for some \(t_{ \pm}>0\),
\[
\begin{gather*}
\left|\left[\rho(t)-\mathbf{c}_{ \pm}-\mathbf{v}_{ \pm} t\right]\right| \leqslant C_{0} /|t|^{\alpha}, \quad \forall \pm t>t_{ \pm}, \\
\left|\frac{d^{k}}{d t^{k}}\left[\rho(t)-\mathbf{c}_{ \pm}-\mathbf{v}_{ \pm} t\right]\right| \leqslant C_{k} v^{k}, \\
\forall \pm t>t_{ \pm} \text {and } k=1,2 . \tag{1.5}
\end{gather*}
\]

Here \(\alpha>0\), and \(\mathbf{c}_{ \pm}\)and \(\mathbf{v}_{ \pm}\)are vectors in \(R^{m}\) with \(\mathbf{v}_{ \pm} \neq 0\). Furthermore,
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}
\[
\begin{equation*}
0<v \equiv\left|\mathbf{v}_{+}\right|=\left|\mathbf{v}_{-}\right| \leqslant 1 \tag{1.6}
\end{equation*}
\]
and
\[
\begin{equation*}
\left|\frac{d^{k}}{d t^{k}} \rho(t)\right| \leqslant v^{k}, \quad-t_{-} \leqslant t \leqslant t_{+} \quad \text { and } k=1,2 . \tag{1.7}
\end{equation*}
\]

We will assume that for some fixed positive constant \(M\), and \(B\) being any of \(t_{ \pm},\left|\mathbf{c}_{ \pm}\right|\), or \(C_{k}, k=0,1,2\), one has
\[
\begin{equation*}
B \leqslant M \tag{1.8}
\end{equation*}
\]

The state vector of the light particle satisfies the Schrödinger equation \({ }^{4}\)
\[
\begin{equation*}
i \frac{\partial}{\partial t} \Psi(t)=H_{v}(t) \Psi(t) \tag{1.9}
\end{equation*}
\]

The solution to (1.9) is given by a two parameter family of unitary operators \({ }^{5}\)
\[
\begin{equation*}
U_{v}(t, s), \quad t, s \in R^{1} \tag{1.10}
\end{equation*}
\]

Let \(H_{i}, i=1,2\), be the following self-adjoint operators with domain \(H_{2}\left(R^{m}\right)\) :
\[
\begin{equation*}
H_{i}=-\frac{1}{2} \Delta-\lambda_{i} V . \tag{1.11}
\end{equation*}
\]

Since \(V\) is rank 1, from the essential spectrum Weyl's theorem, \({ }^{6}\) the essential spectrum of \(H_{i}, i=1,2\), is \([0,+\infty)\). It follows by explicit calculation that either \(H_{i} \geqslant 0\) or \(H_{i}\) has at most one negative eigenvalue \(-Q_{i}\) with multiplicity 1 . We assume in this paper that this negative eigenvalue \(-Q_{i}\) exists for \(H_{i}, i=1,2\). Note that since \(\lambda_{1}>\lambda_{2}\) it is enough to make the assumption for \(H_{2}\), and that for given \(g\) one can find such a \(\lambda_{2}\).

Let \(P_{1}\) be the orthogonal projector onto the nondegenerate ground state of \(H_{1}\) (i.e., the orthogonal projector onto the subspace generated by the eigenvector for the negative eigenvalue corresponding to the minimum of the spectrum of \(H_{1}\) ). The existence of the Möller wave operators
\[
\begin{equation*}
\Omega_{ \pm}(v)=\underset{t- \pm \infty}{s-\lim } U_{v}(0, t) e^{-i t H_{i}} P_{\mathrm{I}} \tag{1.12}
\end{equation*}
\]
is proved in Howland, \({ }^{7}\) Yajima, \({ }^{8}\) and Hagedorn \({ }^{9}\) in the case of local potentials. We give in Lemma II. 3 the simple proof in our case of rank 1 interactions (see, also, Arredondo \({ }^{10}\) ).

Let \(\phi,\|\phi\|=1\), be a ground state of \(H_{1}\), and assume that initially the light particles is in the state given by \(\phi\). Then the probability that after the interaction the light particle remains in the state \(\phi\) is given by \({ }^{6,11}\)
\[
\begin{align*}
P(v) & =\left|\left(\phi, \Omega_{+}(v)^{*} \Omega_{-}(v) \phi\right)\right|^{2} \\
& =\left|\left(\Omega_{+}(v) \phi, \Omega_{-}(v) \phi\right)\right|^{2} . \tag{1.13}
\end{align*}
\]

We denote by \(F\) the Fourier transform as an unitary
operator in \(L^{2}\left(R^{m}\right)\). We have proved the following theorem.
Theorem I: Let \(H_{v}(t)\) be defined by (1.1)-(1.8) with \(g\) and Fg in \(\mathrm{H}_{2}\left(\mathrm{R}^{m}\right)\). Then
\[
\begin{equation*}
|P(v)-1|=O(v), \quad v \rightarrow 0 \tag{1.14}
\end{equation*}
\]

Here \(v\) is defined by formula (1.6).
The well known fundamental experimental criterion of Massey \({ }^{12,13}\) states that transitions between states of different energy are improbable if \(\hbar v / d \ll 1\), where \(d\) is the range of the interaction and \(v=|\mathbf{v}|\) is the relative velocity between the particles in the scattering process.

Theorem I gives, apparently for the first time, a rigorous theoretical proof from first principles of the validity of Massey's criterion.

\section*{II. PROOF OF THEOREM I}

Lemma II. 1: Let \(g\) and \(\rho\) be as in Theorem I. Then if \(\lambda_{1}>\lambda_{2}>0\), the ground state energy, \(-E(t)\), of \(H_{v}(t)\) is nondegenerate and lies for all \(t \in R^{1}\) in the interval [ \(-E_{0}\), \(\left.-Q_{1}\right]\), where \(-E_{0}\) is the ground state energy of the selfadjoint operator \(-\frac{1}{2} \Delta-\left(\lambda_{1}+\lambda_{2}\right) V\). Furthermore, \(-E(t)\) is a twice continuously differentiable function of \(t\). Moreover, there can exist other nonpositive eigenvalues only in the interval \(\left[-Q_{2}, 0\right]\). The eigenvector for \(-E(t)\) can be
taken as
\[
\begin{equation*}
\Psi(t)=F^{-1} Q_{t}^{-1}\left(p^{2} / 2+E(t)\right)^{-1}\left(c(t) \tilde{g}_{\rho}+\tilde{g}\right) \tag{2.1}
\end{equation*}
\]
with
\[
\begin{equation*}
c(t)=\frac{\lambda_{2}\left(\tilde{g}_{\rho}, \tilde{g}\left(p^{2} / 2+E(t)\right)^{-1}\right)}{1-\lambda_{2}\left\|\tilde{g}\left(p^{2} / 2+E(t)\right)^{-1 / 2}\right\|^{2}} \tag{2.2}
\end{equation*}
\]
and \(Q_{t}^{-1}\) a normalization factor in order that \(\|\Psi(t)\|=1\). Here \(F^{-1}\) denotes the inverse of the Fourier transform function . Moreover,
\(\frac{1}{\lambda_{1}+\lambda_{2}} \leqslant| | \tilde{g}\left(\frac{p^{2}}{2}+E(t)\right)^{-1 / 2} \|^{2} \leqslant \frac{1}{\lambda_{1}}, \quad \forall t \in R^{1}\),
and
\[
\begin{align*}
Q_{t} & \equiv\left|\left|\left(\frac{p^{2}}{2}+E(t)\right)^{-1}\left(c(t) \tilde{g}_{\rho}+\tilde{g}\right)\right|\right| \\
& \geqslant\left(1-\frac{\lambda_{2}}{\lambda_{1}}\right)| |\left(\frac{p^{2}}{2}+E_{0}\right)^{-1} \tilde{g}| |, \quad \forall t \in R^{1} \tag{2.4}
\end{align*}
\]

Proof: Let \(\Psi(t)\) be an eigenvector with eigenvalue \(-E(t)\) and \(E(t)>0\) :
\[
\begin{equation*}
H_{v}(t) \Psi(t)=-E(t) \Psi(t) \tag{2.5}
\end{equation*}
\]

If we apply the Fourier transform \({ }^{5} F\) on both sides of Eq. (2.5) and take the scalar product with \(\tilde{g}=F g\) and \(\tilde{g}_{\rho}=F g_{\rho}\), we get, in matrix notation,
\[
\left[\begin{array}{cc}
1-\lambda_{1}\left\|\tilde{g}\left(p^{2} / 2+E(t)\right)^{-1 / 2}\right\|^{2} & -\lambda_{2}\left(\tilde{g}, \tilde{g}_{\rho}\left(p^{2} / 2+E(t)\right)^{-1}\right)  \tag{2.6}\\
-\lambda_{1}\left(\tilde{g}_{\rho}, \tilde{g}\left(p^{2} / 2+E(t)\right)^{-1}\right) & 1-\lambda_{2}\left\|\tilde{g}\left(p^{2} / 2+E(t)\right)^{-1 / 2}\right\|^{2}
\end{array}\right]\left[\begin{array}{c}
(g, \Psi) \\
\left(g_{\rho}, \Psi\right)
\end{array}\right]=0
\]

The equation has a nontrivial solution if and only if
\[
\begin{equation*}
\left(1-\lambda_{2}| | \tilde{g}\left(\frac{p^{2}}{2}+E(t)\right)^{-1 / 2}| |^{2}\right)\left(1-\lambda_{1}| | \tilde{g}\left(\frac{p^{2}}{2}+E(t)\right)^{-1 / 2} \|^{2}\right)=\lambda_{1} \lambda_{2}\left|\left(\tilde{g}, \tilde{g}_{\rho}\left(\frac{p^{2}}{2}+E(t)\right)^{-1}\right)\right|^{2} . \tag{2.7}
\end{equation*}
\]

We show now that the ground state \(-E(t)\) satisfies \(-E(t) \leqslant-Q_{1}<-Q_{2}\). Note that \(-Q_{1}\) is strictly negative.

Let us take a fixed \(E>0\) independent of \(t\). We define
\[
\begin{equation*}
D_{E}(t)=\left(\lambda_{1}+\lambda_{2}\right) a+\lambda_{1} \lambda_{2}\left(f(t)-a^{2}\right) \tag{2.8}
\end{equation*}
\]
with
\[
\begin{equation*}
a=\left\|\tilde{g}\left(p^{2} / 2+E\right)^{-1 / 2}\right\|^{2} \tag{2.9}
\end{equation*}
\]
and
\[
\begin{equation*}
f(t)=\left|\left(\tilde{g}, \tilde{g}_{\rho}\left(p^{2} / 2+E\right)^{-1}\right)\right|^{2} \tag{2.10}
\end{equation*}
\]

We have in this case
\[
\begin{align*}
& \sup _{-\infty<t<\infty} D_{E}(t) \leqslant\left(\lambda_{1}+\lambda_{2}\right) a,  \tag{2.11}\\
& \inf _{-\infty<t<\infty} D_{E}(t)=D_{E}( \pm \infty)=\left(\lambda_{1}+\lambda_{2}\right) a-\lambda_{1} \lambda_{2} a^{2} . \tag{2.12}
\end{align*}
\]

Note that in (2.11) the equality will be fulfilled if and only if \(\rho(t)\) is a curve through the origin. Then \(-E\) is an eigenvalue for \(H_{v}(t)\) if and only if
\[
\begin{equation*}
D_{E}( \pm \infty) \leqslant 1 \leqslant \sup _{-\infty<t<+\infty} D_{E}(t) \leqslant\left(\lambda_{1}+\lambda_{2}\right) a . \tag{2.13}
\end{equation*}
\]

Furthermore \(\left(\lambda_{1}+\lambda_{2}\right) a-\lambda_{1} \lambda_{2} a^{2}=1\) if and only if \(a=1 /\) \(\lambda_{1}\) or \(a=1 / \lambda_{2}\). We also have
\[
\begin{align*}
\sup _{a} & \left(\lambda_{1+} \lambda_{2}\right) a-\lambda_{1} \lambda_{2} a^{2} \\
& =\left(\lambda_{1}+\lambda_{2}\right) a-\left.\lambda_{1} \lambda_{2} a^{2}\right|_{a=\left(\lambda_{1}+\lambda_{2}\right) / 2 \lambda_{1} \lambda_{2}} \\
& =\left(\lambda_{1}+\lambda_{2}\right)^{2} / 4 \lambda_{1} \lambda_{2}>1 \tag{2.14}
\end{align*}
\]

Then if \(-E<0\) is an eigenvalue of \(H_{v}(t)\) for some \(t \in R^{1}\), either
\[
\begin{equation*}
1 /\left(\lambda_{1}+\lambda_{2}\right) \leqslant a \leqslant 1 / \lambda_{1} \quad \text { or } \quad a \geqslant 1 / \lambda_{2} . \tag{2.15}
\end{equation*}
\]

Since \(a\) is a monotone decreasing function of \(E\), we obtain that either \(-E_{0} \leqslant-E(t) \leqslant-Q_{1} \quad\) or \(-Q_{2} \leqslant-E(t)<0\), where \(-E_{0}\) is the ground state of \(-\frac{1}{2} \Delta-\left(\lambda_{1}+\lambda_{2}\right) V\). Note that since \(\lambda_{1}>\lambda_{2}\) then \(-Q_{1}<-Q_{2}\), and that by explicit calculation
\[
\begin{align*}
& \left\|\tilde{g}\left(p^{2} / 2+Q_{1}\right)^{-1 / 2}\right\|^{2}=1 / \lambda_{1}  \tag{2.16}\\
& \left\|\tilde{g}\left(p^{2} / 2+E_{0}\right)^{-1 / 2}\right\|^{2}=1 /\left(\lambda_{1}+\lambda_{2}\right) \tag{2.17}
\end{align*}
\]

From (2.9) and (2.15)-(2.17) one obtains (2.3).
We prove now that there is only one eigenvalue of multiplicity 1 in \(\left[-E_{0},-Q_{1}\right.\) ]. Let \(h(t)\) be a continuous function from \(R^{1}\) into \(R^{m}\) such that \(h(t) \equiv \rho(t)\) if \(|t|>t_{0}\), for some \(t_{0}>0\) and \(h(0)=0\). Now consider \(\bar{H}_{v}(t)\) defined as \(H_{v}(t)\)
with \(h(t)\) instead of \(\rho(t)\). We prove by explicit calculation that
\[
\begin{equation*}
\operatorname{dim} \bar{P}_{\left[-E_{0},-Q_{1}\right]}(0)=1 \tag{2.18}
\end{equation*}
\]
where \(\bar{P}_{A}(t)\) is the spectral projector of \(\bar{H}_{v}(t)\) associated with the set \(A\). By a continuity argument as in Arredondo, \({ }^{14}\) we can prove that
\[
\begin{equation*}
\operatorname{dim} \bar{P}_{\left[-E_{0}-Q_{1}\right]}(t)=1 \tag{2.19}
\end{equation*}
\]
for every \(t \in R^{1}\). Consider again \(H_{v}(t)\) as in (1.1) with our original \(\rho(t)\). From (2.19) we know that, for \(|t|>t_{0}\),
\(\operatorname{dim} P_{\left[-E_{0},-Q_{1}\right]}(t)=\operatorname{dim} \bar{P}_{\left[-E_{0}, Q_{1}\right]}(t)=1\),
where \(P_{A}(t)\) denotes the spectral projector of \(H_{v}(t)\) associated with \(A\). Using the same continuity argument as in Arredondo, \({ }^{14}\) one proves that (2.20) is true for all \(t \in R^{1}\). Then,
\[
\begin{equation*}
\operatorname{dim} P_{\left[-E_{0},-Q_{1}\right]}(t)=1, \text { for all } t \in R^{1} \tag{2.21}
\end{equation*}
\]

Moreover, the eigenvalue corresponding to the ground state, \(-E(t)\), is two times continuously differentiable by standard perturbation theory. \({ }^{15}\)

It follows by (2.7) and (2.16) that \(E(t)\) must satisfy
\[
\begin{equation*}
E(t)-Q_{1}=\frac{\left|\left(\tilde{g}, \tilde{g}_{\rho}\left(p^{2} / 2+E(t)\right)^{-1}\right)\right|^{2}}{\left(1 / \lambda_{2}-\left\|\tilde{g}\left(p^{2} / 2+E(t)\right)^{-1 / 2}\right\|^{2}\right)\left\|\tilde{g}\left(p^{2} / 2+E(t)\right)^{-1 / 2}\left(p^{2} / 2+Q_{1}\right)^{-1 / 2}\right\|^{2}} \tag{2.22}
\end{equation*}
\]

Note that since for the ground state eigenvalue, 1/ \(\left(\lambda_{1}+\lambda_{2}\right) \leqslant a \leqslant 1 / \lambda_{1}\), we conclude that
\[
\begin{equation*}
C_{1} \leqslant 1 / \lambda_{2}-\left\|\tilde{g}\left(p^{2} / 2+E(t)\right)^{-1 / 2}\right\|^{2} \leqslant C_{2}, \tag{2.23}
\end{equation*}
\]
for some \(C_{1}, C_{2}>0\), and every \(t \in R^{1}\).
By (2.6) we see that
\[
\begin{equation*}
\left(\tilde{g}_{\rho}, \widetilde{\Psi}\right)=\frac{\lambda_{1}(g, \Psi)\left(\tilde{g}_{\rho}, \tilde{g}\left(p^{2} / 2+E(t)\right)^{-1}\right)}{1-\lambda_{2}\left\|\tilde{g}\left(p^{2} / 2+E(t)\right)^{-1 / 2}\right\|^{2}} \tag{2.24}
\end{equation*}
\]

Taking the Fourier transform in \(H_{v}(t) \Psi(t)=-E(t) \Psi(t)\) we obtain (2.1) and (2.2) from (2.24). We now prove (2.4). From (2.2), (2.3), and (2.7) one obtains
\[
\begin{aligned}
|c(t)| & =\left(\frac{1 / \lambda_{1}-\left\|\tilde{g}\left(p^{2} / 2+E(t)\right)^{-1 / 2}\right\|^{2}}{1 / \lambda_{2}-\left\|\tilde{g}\left(p^{2} / 2+E(t)\right)^{-1 / 2}\right\|^{2}}\right)^{1 / 2} \\
& \leqslant \lambda_{2} / \lambda_{1}<1
\end{aligned}
\]

From this one obtains (2.4) easily. This proves the lemma. \(\square\)
Lemma II.2: Let \(g\) and \(\rho\) be as in Theorem I. Let \(\Psi(t)\) and \(-E(t)\) be the ground state and its corresponding eigenvalue of the time-dependent self-adjoint operator \(H_{v}(t)\). Then one has the following estimations:
\[
\begin{gather*}
\left|\frac{d^{k}}{d t^{k}} E\left(\frac{t}{v}\right)\right| \leqslant \frac{C_{M}}{t^{2}}, \quad| | \frac{d^{k}}{d t^{k}} \Psi\left(\frac{t}{v}\right)| | \leqslant \frac{C_{M}}{t^{2}}, \\
\forall|t|>T_{M} \text { and } k=1,2, \\
\sup _{t \in R^{\prime}}\left|\frac{d^{k}}{d t^{k}} E\left(\frac{t}{v}\right)\right| \leqslant C_{M}, \sup _{t \in R^{\prime}}| | \frac{d^{k}}{d t^{k}} \Psi\left(\frac{t}{v}\right)| | \leqslant C_{M}, \\
k=1,2 . \tag{2.26}
\end{gather*}
\]

Here \(C_{M}\) and \(T_{M}\) are positive constants depending only on \(M\) as given in (1.8).

Proof: Statement (2.26) follows easily by noting (1.5)(1.7) and the formulas given below. We prove only (2.25). We want to show at first that
\[
\begin{equation*}
\left|\frac{d}{d t} E\left(\frac{t}{v}\right)\right| \leqslant \frac{C_{M}}{t^{2}}, \quad|t|>T_{M} \tag{2.27}
\end{equation*}
\]

Without loss of generality we can assume that \(\rho(t)\) is of the form
\[
\begin{equation*}
\rho(t) \equiv \rho_{1}(t), \underbrace{0,0,0, \ldots, 0}_{m-1 \text { times }}) \tag{2.28}
\end{equation*}
\]

We note that
\[
\begin{align*}
& \left|\rho_{1}(t / v)\right| \geqslant \frac{1}{2} \cdot|t|, \quad|t|>T_{M} \\
& \left|\frac{d^{k}}{d t^{k}} \rho\left(\frac{t}{v}\right)\right| \leqslant C_{1, M}, \quad \forall t \in R^{1} \quad \text { and } k=1,2 \tag{2.29}
\end{align*}
\]

One can see that
\(-\frac{1}{v} \cdot E^{\prime}\left(\frac{t}{v}\right) \equiv-\frac{d}{d t} E\left(\frac{t}{v}\right)=v^{-1}\left(\Psi\left(\frac{t}{v}\right), H_{v}^{\prime}\left(\frac{t}{v}\right) \Psi\left(\frac{t}{v}\right)\right)\).

From (2.30) we obtain the expression for \(-(d / d t) E(t / v)\) :
\[
\begin{gather*}
-\lambda_{2} i v^{-1}\left[\left(\tilde{g}_{\rho}\left(\rho^{\prime}\left(\frac{t}{v}\right) \cdot p\right), \widetilde{\Psi}\left(\frac{t}{v}\right)\right)\left(\widetilde{\Psi}\left(\frac{t}{v}\right), \tilde{g}_{\rho}\right)\right. \\
\left.-\left(\tilde{g}_{\rho}, \widetilde{\Psi}\left(\frac{t}{v}\right)\right)\left(\widetilde{\Psi}\left(\frac{t}{v}\right), \tilde{g}_{\rho}\left(\rho^{\prime}\left(\frac{t}{v}\right) \cdot \mathbf{p}\right)\right)\right], \tag{2.31}
\end{gather*}
\]
where \(\cdot\) denotes the dot product in \(R^{m}\). From (2.29) and (2.1)-(2.4) one has
\[
\begin{equation*}
\left.v^{-1}\left|\left(\tilde{g}_{\rho}\left(\rho^{\prime}\left(\frac{t}{v}\right) \cdot \mathbf{p}\right), \widetilde{\Psi}\left(\frac{t}{v}\right)\right)\right| \leqslant d_{1}\left|c\left(\frac{t}{v}\right)\right|+\left.d_{2}\left|v^{-1} \int e^{i \rho(t / v) \cdot \mathbf{p}}\left(\rho^{\prime}\left(\frac{t}{v}\right) \cdot \mathbf{p}\right)\right| \tilde{g}(\mathbf{p})\right|^{2}\left(\frac{p^{2}}{2}+E\left(\frac{t}{v}\right)\right)^{-1} d^{m} p \right\rvert\, \tag{2.32}
\end{equation*}
\]

We estimate now the second term on the right side of (2.32). This term is equal to
\[
\begin{align*}
& \left.\left.\frac{d_{2}}{\rho_{1}^{2}(t / v)}\left|v^{-1} \rho_{1}^{\prime}\left(\frac{t}{v}\right) \int \frac{\partial^{2}}{\partial p_{1}^{2}} e^{i p(t / v) \cdot p} p_{1}\right| \tilde{g}(\mathbf{p})\right|^{2}\left(\frac{p^{2}}{2}+E\left(\frac{t}{v}\right)\right)^{-1} d^{m} p \right\rvert\, \\
& \left.\quad=\left.\frac{1}{\rho_{1}^{2}(t / v)}\left|v^{-1} \rho_{1}^{\prime}\left(\frac{t}{v}\right) \int e^{i \rho(t / v) \cdot p} \frac{\partial^{2}}{\partial p_{1}^{2}} p_{1}\right| \tilde{g}(\mathbf{p})\right|^{2}\left(\frac{p^{2}}{2}+E\left(\frac{t}{v}\right)\right)^{-1} d^{m} p\left|\leqslant \frac{d_{3}}{t^{2}}, \quad\right| t \right\rvert\,>T_{M}, \tag{2.33}
\end{align*}
\]
where we have used (2.29) and the hypothesis on g. \({ }^{16,17}\) Similarly, one can prove by using (2.2) and (2.3) that
\[
\begin{equation*}
|c(t / v)| \leqslant C_{M} / t^{2}, \quad|t|>T_{M} \tag{2.34}
\end{equation*}
\]

One obtains (2.27) from (2.30)-(2.34). We now prove (2.25) for \((d / d t) \Psi(t / v)\). From (2.1)-(2.4) one can see that
\[
\frac{d}{d t} \Psi\left(\frac{t}{v}\right)=F^{-1}\left[\frac{d}{d t} Q_{t / v}^{-1} \cdot G\left(\frac{t}{v}\right)+Q_{i / v}^{-1} \frac{d}{d t} G\left(\frac{t}{v}\right)\right] .
\]

Here \(F^{-1}\) denotes the inverse of the Fourier transform function and
\[
G(t) \equiv\left(p^{2} / 2=E(t)\right)^{-1}\left(c(t) \tilde{g}_{\rho}+\tilde{g}\right)
\]

The derivatives of \(Q_{t / v}^{-1}\) behave for \(|t|>T_{M}\) as the derivatives of \(E(t / v)\) and of \(c(t / v)\). Here one uses (2.4). The \(L^{2}\) norm of the derivatives of \(G(t / v)\) also behaves in this manner. By using (2.3) and an estimation as in (2.33) one can see that the first derivative of \(c(t / v)\) behaves as \(O\left(1 / t^{2}\right)\). Since we have already seen that \((d / d t) E(t / v)\) is of this order, we obtain (2.25) for \(k=1\). Now we note that
\[
\begin{equation*}
-\frac{d^{2}}{d t^{2}} E\left(\frac{t}{v}\right)=\left(\Psi\left(\frac{t}{v}\right),\left[\frac{d^{2}}{d t^{2}} H_{v}\left(\frac{t}{v}\right)\right] \Psi\left(\frac{t}{v}\right)\right)+\left(\frac{d}{d t} \Psi\left(\frac{t}{v}\right),\left[\frac{d}{d t} H_{v}\left(\frac{t}{v}\right)\right] \Psi\left(\frac{t}{v}\right)\right)+\left(\Psi\left(\frac{t}{v}\right),\left[\frac{d}{d t} H_{v}\left(\frac{t}{v}\right)\right] \frac{d}{d t} \Psi\left(\frac{t}{v}\right)\right) \tag{2.35}
\end{equation*}
\]

From (2.29) and the hypothesis on the function \(g\) we get
\[
\begin{equation*}
\left|\left|\frac{d^{q}}{d t^{q}} H_{v}\left(\frac{t}{v}\right)\right|\right| \leqslant C, \quad q=1,2 . \tag{2.36}
\end{equation*}
\]

From (2.36) and the just proved estimation for \((d / d t) \Psi(t / v)\) we obtain that the last two terms on the right side of Eq. (2.35) are of order \(1 / t^{2}\). To estimate the first term on the right side of (2.35) one can proceed as above: we note that
\[
\begin{equation*}
\frac{d^{2}}{d t^{2}} H_{\nu}(t)=F^{-1} \sum_{r+s=2}\left(\frac{d^{r}}{d t^{r}} e^{-i p(t) \cdot p} \tilde{g}, \cdot\right) \frac{d^{s}}{d t^{s}} e^{-i p(t) \cdot p} \tilde{g} F \tag{2.37}
\end{equation*}
\]

Here \(F\) denotes the Fourier transform. Furthermore, if \(r=1,2\),
\[
\begin{equation*}
\frac{d^{r}}{d t^{r}} e^{-i \rho(t) \cdot \mathbf{p}}=e^{-i \rho(t) \cdot \mathbf{p}} \sum_{\beta_{1}+2 \beta_{2}=r}(i)^{\alpha_{\beta_{1}, \beta}} d_{\beta_{1} \beta_{2}}\left(\rho^{\prime} \cdot \mathbf{p}\right)^{\beta_{1}}\left(\rho^{\prime \prime} \cdot \mathbf{p}\right)^{\beta_{2}} \tag{2.38}
\end{equation*}
\]

Here \(\beta_{i}, i=1,2\) are non-negative integers. Therefore, as in (2.32)-(2.34) with (2.1)-(2.4) and (2.29) we get
\[
\begin{align*}
& \left|\left(\tilde{g}\left(\frac{d^{r}}{d t^{r}} e^{-i \rho(t / v) \cdot p}\right), \widetilde{\Psi}\left(\frac{t}{v}\right)\right)\right| \\
& \left.\quad \leqslant d_{1}\left|c\left(\frac{t}{v}\right)\right|+\left.\frac{d_{2}}{t^{2}}\left|\int e^{i \rho(t / v) \cdot p} \frac{\partial^{2}}{\partial p_{1}^{2}} e^{-i \rho(t / v) \cdot p}\left(\frac{d^{r}}{d t^{r}} e^{i \rho(t / v) \cdot p}\right)\right| \tilde{g}(\mathbf{p})\right|^{2}\left(\frac{p^{2}}{2}+E \frac{t}{v}\right)^{-1} d^{m} p\left|\leqslant \frac{d}{t^{2}}, \quad\right| t \right\rvert\,>T_{M} \tag{2.39}
\end{align*}
\]
where we have used (1.5)-(1.7), (2.38), and the hypothesis on the function \(g\). By using (2.35)-(2.39) we then prove that \(\left(d^{2} / d t^{2}\right) E(t / v)\) decays as \(O\left(1 / t^{2}\right)\), for all \(|t|>T_{M}\). A very similar argument as the one given for the first derivative of \(\Psi(t / v)\) can be used to prove that \(d^{2} / d t^{2} \Psi(t / v)\) is of order \(1 / t^{2}\). This proves the lemma.

We prove some equalities before we state some results on the adiabatic theorem. \({ }^{18}\)

Let \(P(t)\) be the projector onto the subspace generated by the ground state \(-E(t)\) for \(H_{v}(t)\). The operator differential equation
\[
\begin{equation*}
\dot{X}(t)=i A(t) X(t) \tag{2.40}
\end{equation*}
\]
where
\[
\begin{equation*}
A(t) \equiv-i(\dot{P}(t) P(t)-P(t) \dot{P}(t)) \tag{2.41}
\end{equation*}
\]
and with initial value
\[
\begin{equation*}
X(T)=P(T), \quad T \in R \tag{2.42}
\end{equation*}
\]
has the unique solution given by
\[
\begin{equation*}
U_{A}(t, T) P(T) \tag{2.43}
\end{equation*}
\]

Here \(U_{A}(t, s)\) is the two parameter family of unitary operators \({ }^{5}\) that solves (1.9) with \(-A(t)\) instead of \(H_{v}(t)\). From
the equality \(P^{2}(t)=P(t)\) one obtains
\[
P \dot{P} P=0, \quad \dot{P}=i(A P-P A)
\]

It follows then that \(W(t)=P(t) U_{A}(t, T)\) is also a solution to (2.40)-(2.42). This is only possible if
\[
\begin{equation*}
W(t) \equiv P(t) U_{A}(t, T)=U_{A}(t, T) P(T) \tag{2.44}
\end{equation*}
\]

We take
\[
\begin{align*}
& \bar{\Psi}(t)=e^{-i \beta(t)} \Psi(t)  \tag{2.45}\\
& \beta(t)=-\operatorname{Im} \int_{-\infty}^{t}(\dot{\Psi}(s), \Psi(s)) d s \tag{2.46}
\end{align*}
\]

It follows that
\[
\begin{equation*}
(\dot{\Psi}, \bar{\Psi})=0 \tag{2.47}
\end{equation*}
\]

We get from (2.40)-(2.47) that \(W(t) \bar{\Psi}(T)\) and \(\bar{\Psi}(t)\) satisfy the following initial value vector differential equation:
\[
\dot{\varphi}(t)=\dot{P}(t) \varphi(t), \quad \varphi(T)=\bar{\Psi}(T)
\]

Therefore, we must have
\[
\begin{equation*}
W(t) \bar{\Psi}(T)=\bar{\Psi}(t), \quad \forall T, t \in R \tag{2.48}
\end{equation*}
\]

Now let the time-dependent operator \(H_{v / \gamma}(t)\) be defined with (1.1) by
\[
\begin{equation*}
H_{v / \gamma}(t)=H_{v}(t / \gamma) \tag{2.49}
\end{equation*}
\]
and
\[
\begin{equation*}
U_{v / \gamma}(t, s), \quad t, s \in R^{1} \tag{2.50}
\end{equation*}
\]
and two parameter family of unitary operators associated with \(H_{v / \gamma}(t)\) by (1.9). We take the adiabatic transformation for \(t, s \in R^{1}\) and \(\gamma \neq 0,{ }^{19-26}\)
\[
\begin{equation*}
\Pi_{\gamma}(t, s)=\exp \left\{-i \gamma \int_{s}^{t} E(s) d s\right\} U_{v / \gamma}(\gamma t, \gamma s) \tag{2.51}
\end{equation*}
\]

We also define
\[
\begin{equation*}
\Upsilon(t)=\left(H_{v}(t)+E(t)\right)^{-1}(1-P(t)) \tag{2.52}
\end{equation*}
\]

By using (2.40)-(2.44) and (2.51) one obtains
\[
\begin{equation*}
\frac{d}{d s}\left(\Pi_{r}(T, s) W(s)\right)=\Pi_{r}(T, s) \dot{W}(s) \tag{2.53}
\end{equation*}
\]

We take \(T \equiv-\tau\) in this identity and we apply it to \(\bar{\Psi}(-\tau)\). Integrating then from \(-\tau\) to \(\tau\) and noting (2.48) we get
\[
\begin{equation*}
\Pi_{\gamma}(-\tau, \tau) \bar{\Psi}(\tau)-\bar{\Psi}(-\tau)=\int_{-\tau}^{\tau} \Pi_{\gamma}(-\tau, s) \dot{\Psi}(s) d s \tag{2.54}
\end{equation*}
\]

Now we integrate this last integral by parts, \({ }^{\text {19,21-23 }}\)
\[
\begin{align*}
& \Pi_{\gamma}(-\tau, \tau) \bar{\Psi}(\tau)-\bar{\Psi}(-\tau) \\
&=(i \gamma)^{-1} \int_{-\tau}^{\tau}\left[\frac{d}{d s} \Pi_{\gamma}(-\tau, s)\right] \Upsilon(s) \dot{\bar{\Psi}}(s) d s \\
&=\left.(i \gamma)^{-1} \Pi_{\gamma}(-\tau, \cdot) \Upsilon(\cdot) \dot{\bar{\Psi}}(\cdot)\right|_{-\tau} ^{\tau} \\
&+(-i \gamma)^{-1} \int_{-\tau}^{\tau} \Pi_{\gamma}(-\tau, s) \frac{d}{d s}[\Upsilon \dot{\Psi}](s) d s . \tag{2.55}
\end{align*}
\]

We make the change of variable \(s=r / v\) and take \(\gamma \equiv 1, \tau \equiv t /\) \(v\). From (2.51) and (2.55) we get
\(\limsup _{t \rightarrow+\infty} \| U_{v}\left(\frac{t}{v},-\frac{t}{v}\right) \bar{\Psi}\left(-\frac{t}{v}\right)\)
\[
\begin{align*}
& -\exp \left(i v^{-1} \int_{-t}^{t} E\left(\frac{q}{v}\right) d q\right) \bar{\Psi}\left(\frac{t}{v}\right)| | \\
& \leqslant \limsup _{t \rightarrow+\infty} v \int_{-t}^{t} d r| | \frac{d}{d r}\left[\Upsilon\left(\frac{r}{v}\right) \frac{d}{d r} \bar{\Psi}\left(\frac{r}{v}\right)\right]| | \\
& =O(v) \tag{2.56}
\end{align*}
\]

Here we have used Lemma II.2. Furthermore, for the derivative of \(\Upsilon\) one can see that
\[
\begin{align*}
& \| \frac{d}{d r} \Upsilon\left(\frac{r}{v}\right)| | \\
& \equiv \\
& \equiv\left|\left\lvert\, \Upsilon\left(\frac{d}{d r} H_{v}\left(\frac{r}{v}\right)+\frac{d}{d r} E\left(\frac{r}{v}\right)\right) \Upsilon\left(\frac{r}{v}\right)\right.\right. \\
&  \tag{2.57}\\
& \quad-\Upsilon\left(\frac{r}{v}\right) \frac{d}{d r} P\left(\frac{r}{v}\right)-\frac{d}{d r} P\left(\frac{r}{v}\right) \Upsilon\left(\frac{r}{v}\right)| | \\
& \leqslant C \cdot\left(Q_{1}-Q_{2}\right)^{-1}
\end{align*}
\]
for some positive constant \(C\). Here we have used Lemma II.1, Lemma II.2, and (2.36). Therefore (2.56) is proved.

Lemma 11.3: The Möller wave operators
\[
\Omega_{ \pm}(v)=\underset{t \rightarrow \pm}{\operatorname{s-lim}} U_{v}(0, t) e^{-i t H_{1}} P_{\mathbf{1}}
\]
exist.
Proof: From (1.9),
\[
\begin{equation*}
\frac{d}{d t} U_{v}(0, t) e^{-i t H_{1}} \phi=i U_{v}(0, t) g_{\rho}\left(g_{\rho}, \phi\right) e^{i t Q_{1}} \tag{2.58}
\end{equation*}
\]
where \(\phi\) is the normalized ground state of \(H_{1}\) :
\[
H_{1} \phi=-Q_{1} \phi
\]
\[
\phi=\frac{1}{\left\|\tilde{g}\left(p^{2} / 2+Q_{1}\right)^{-1}\right\|}\left(-\frac{\Delta}{2}+Q_{1}\right)^{-1} g
\]

It follows, for \(|r|>|\tau|>T_{M}>0\), that
\[
\left\|\left[U_{v}(0, r) e^{-i r H_{1}}-U_{v}(0, \tau) e^{-i+H_{1}}\right] \phi\right\|
\]
\[
\begin{align*}
& \leqslant \frac{1}{\left\|\tilde{g}\left(p^{2} / 2+Q_{1}\right)^{-1}\right\|} \\
& \quad \times \int_{\tau}^{r} d s\left|\left(\tilde{g}_{\rho}, \tilde{g}\left(\frac{p^{2}}{2}+Q_{1}\right)^{-1}\right)\right| \\
& \leqslant C|\mathbf{v}|^{-2} \cdot\left(|\tau|^{-1}-|r|^{-1}\right), \tag{2.59}
\end{align*}
\]
by the hypothesis on the function \(g\). Then the left side of this last equation tends to zero as \(\tau, r \rightarrow \pm \infty\). This proves the lemma.

Proof of (1.14): Letting \(r \rightarrow \pm \infty\) in (2.59) we obtain \(\left\|\left[\Omega_{ \pm}(v)-U_{v}(0, \tau) e^{-i r H_{1}}\right] \phi\right\|\)
\[
\begin{align*}
& \leqslant \frac{1}{\left\|\tilde{g}\left(p^{2} / 2+Q_{1}\right)^{-1}\right\|} \\
& \quad \times \int_{\tau}^{ \pm \infty} d s\left|\left(\tilde{g}_{\rho}, \tilde{g}\left(\frac{p^{2}}{2}+Q_{1}\right)^{-1}\right)\right| \\
& \leqslant C|\mathbf{v}|^{-2}|\tau|^{-1} \tag{2.60}
\end{align*}
\]

By using (2.60), we get
\[
\begin{align*}
&\left|\left|\left(\Omega_{+}^{*}(v) \Omega_{-}(v) \phi, \phi\right)\right|-|(\phi, \phi)|\right| \leqslant \limsup _{t \rightarrow+\infty}\left\{\left|\left(\Omega_{-}(v) \phi, \Omega_{+}(v) \phi\right)-\left(U_{v}\left(0,-\frac{t}{v}\right) e^{i t v^{-1} H_{1}} \phi, U_{v}\left(0, \frac{t}{v}\right) e^{-i t v^{-1} H_{1} \phi}\right)\right|\right. \\
&+\left|\left[\left(U_{v}\left(\frac{t}{v},-\frac{t}{v}\right) \phi, \phi\right)-\left(U_{v}\left(\frac{t}{v},-\frac{t}{v}\right) \bar{\Psi}\left(-\frac{t}{v}\right), \phi\right)\right] e^{2 i v^{-1} Q_{1} \mid}\right| \\
&+\left|\left(U_{v}\left(\frac{t}{v},-\frac{t}{v}\right) \bar{\Psi}\left(-\frac{t}{v}\right)-\exp \left(i v^{-1} \int_{-t}^{t} E\left(\frac{q}{v}\right) d q\right) \bar{\Psi}\left(\frac{t}{v}\right), \phi\right) e^{2 i t v^{-1} Q_{1} \mid}\right| \\
&\left.+\left|\exp \left(-i v \int_{-t}^{t} E\left(\frac{q}{v}\right) d q\right)\left(\bar{\Psi}\left(\frac{t}{v}\right)-\bar{\phi}, \phi\right) e^{2 i t v^{-1} Q_{i}}\right|\right\} \\
& \leqslant \limsup _{t \rightarrow+\infty}| | U_{v}\left(\frac{t}{v},-\frac{t}{v}\right) \bar{\Psi}\left(-\frac{t}{v}\right)-\exp \left(i v^{-1} \int_{-t}^{t} E\left(\frac{q}{v}\right) d q\right) \bar{\Psi}\left(\frac{t}{v}\right)| | \tag{2.61}
\end{align*}
\]

Here \(\bar{\phi}\) differs from \(\phi\) only by a phase:
\[
\begin{align*}
& \bar{\phi} \equiv e^{-i \beta} \phi  \tag{2.62}\\
& \beta \equiv-\operatorname{Im} \int_{-\infty}^{+\infty}(\dot{\Psi}(s), \Psi(s)) d s \tag{2.63}
\end{align*}
\]

It follows from (2.1)-(2.4), (2.22), (2.45), (2.46), (2.62), and (2.63) that
\[
\begin{equation*}
\lim _{t \rightarrow+\infty}\|\bar{\Psi}(t / v)-\bar{\phi}\|=O(1 / t) \tag{2.64}
\end{equation*}
\]

Similarly, \(\bar{\Psi}(t / v) \rightarrow \phi, t \rightarrow-\infty\). Therefore, from the adiabatic estimate (2.56) and (2.61)-(2.64) we get
\[
\begin{equation*}
\left|\left|\left(\Omega_{+}^{*}(v) \Omega_{-}(v) \phi, \phi\right)\right|-|(\phi, \phi)|\right|=O(v), \quad v \rightarrow 0 \tag{2.65}
\end{equation*}
\]

This proves (1.14).
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\begin{abstract}
Generalized Taub-NUT (Newman-Unti-Tamburino) space-times have compact Cauchy horizons and (generically) admit one (spacelike) Killing field in their globally hyperbolic regions. A large family of such vacuum space-times can be defined on circle bundles over \(K \times R\), where \(K\) is a compact two-manifold, with the circular fibers of the bundle being defined by the orbits of the Killing field. For the simplest case of product circle bundles the symmetry preserving vacuum perturbations of such backgrounds to arbitrarily high order in perturbation theory are considered. The analytic form of the general solution of the \(n\) th-order perturbation equations for all \(n\) is derived under the restriction that the perturbations considered preserve the (one Killing field) symmetry of the background. The evolution equations are treated first and then the constraint equations are imposed, recovering along the way the well-known result that linearization instabilities arise only if one attempts to perturb from one (Killing) symmetry class to another. Gauge transformations, decompositions, and the natural symplectic structure associated with the perturbation formalism are also discussed. The possibility of extending these results to the case of symmetry breaking perturbations and of using the results to derive the asymptotic behavior of solutions near their singular boundaries is briefly discussed.
\end{abstract}

\section*{I. INTRODUCTION}

One of the main open problems in classical general relativity is the understanding of space-time singularities. Even if quantum effects should ultimately be shown to modify the nature (or even the existence) of the singularities predicted by Einstein's theory, it seems likely that this should happen only at distance scales on the order of the Planck length or beyond. Thus one would expect that the approach to the singular state predicted by general relativity should remain valid up to corresponding large values of space-time curvature. The domain of applicability of the classical theory would thus extend from Planck scales to cosmic distance scales, a range of at least 50 orders of magnitude.

One of the main difficulties in studying singularities is that of producing reliable approximation methods for solving Einstein's equations near a region of divergent curvature. In this paper we develop a new approach to this problem by considering the perturbations, to arbitrarily high order, of a family of non-curvature-singular space-times, the generalized Taub-NUT (Newman-Unti-Tamburino) space-times discussed in earlier work. \({ }^{1,2}\) The generalized Taub-NUT space-times all have compact Cauchy horizons at the boundaries of their globally hyperbolic regions and each has at least one Killing vector field spacelike in the globally hyperbolic region and null on the Cauchy horizon. In the analytic case ( to which we restrict our attention) the metrics of these space-times can all be expressed in terms of certain convergent power series expansions about the horizon surfaces themselves. They comprise, on any given allowed manifold, an infinite-dimensional family of inequivalent solutions of
the Einstein equations. Though infinite-dimensional this family contains (roughly speaking) only half the number of free functions one would expect to have in the general solutions of Einstein's equations of the chosen symmetry type. This is hardly surprising-even within the chosen symmetry class one expects the generic solution to exhibit a curvature singularity instead of a Cauchy horizon at the boundary of its maximal Cauchy development. Unfortunately, however, the method used to construct the generalized Taub-NUT solutions (a slight extension of the Cauchy-Kowalewski theorem) does not seem to be directly applicable to obtaining the general solution within the given symmetry class. This also is hardly surprising since the generic solution, in view of its expected curvature singularity, seems unlikely to admit an expression in terms of convergent expansions about its singular boundary. Of course, one can always expand the general solution about a nonsingular (Cauchy) hypersurface in the globally hyperbolic region but, unless one is miraculously able to sum the infinite series expressions explicitly, this technique is unlikely to shed much light on the nature of the singularities such general solutions are expected to include.

In this paper we consider the sequence of linear problems generated by perturbing Einstein's equations, to arbitrarily high order, about an arbitrary generalized Taub--NUT background space-time. For the present we only consider perturbations that remain within the given symmetry class (of one spacelike Killing field) but we believe that the same methods are equally applicable to the general problem of nonsymmetric perturbations. Our main results include the determination of the form of the general solution of
the \(n\) th-order perturbation equations for arbitrarily large \(n\). In a sense we accomplish this by showing that one can "factor out" the singular parts of the \(n\) th-order perturbation functions and determine the analytic coefficients of these singular factors by means of the extended Cauchy-Kowalewski theorem alluded to above. At first order our technique is quite analogous to the classical Frobenius method for solving an ordinary, linear differential equation near a regular singular point of that equation. At higher orders the technique is similar except that we now encounter inhomogeneous, singular terms that arise from all the lower-order perturbations. Remarkably we find that the Frobenius-type approach can be extended to handle these singular source terms and to determine the form of the general solution of the \(n\) th-order perturbation equations for arbitrary \(n\).

The plan of this paper is as follows. In Sec. II we recall the main features of our (background) generalized Taub--NUT space-times and derive the form of the general solution of the \(n\) th-order perturbed evolution equations for perturbations that remain within the chosen symmetry class. In Sec. III we impose the perturbed constraint equations and discuss gauge tranformations, decompositions, and the natural symplectic structure for our perturbation formalism. In Sec. IV we briefly discuss several possible extensions and generalizations of our work. In the future we hope to show how one can collect together the "dominant singular terms" from each order and sum the resultant truncated series to determine the asymptotic behavior of the perturbed solutions near their singular boundaries.

\section*{II. SOLVING THE \(\boldsymbol{n}\) th-ORDER EVOLUTION EQUATIONS}

\section*{A. Generalized Taub-NUT space-times}

The main property we desire for our background solutions is that they admit compact Cauchy horizons. Compactness corresponds to the physically interesting boundary condition of a closed universe whereas the existence of a Cauchy horizon ensures (at least in the analytic case) that we can express the background metric in terms of convergent power series expansions about the horizon surface itself. A compact Cauchy horizon has a null geodesic generator passing through each of its points and lying entirely in the horizon surface. If the null generators are all closed curves then the horizon surface must have the structure of either a circle bundle or a Seifert manifold (which is covered by a circle bundle). \({ }^{3,4}\) In these cases Isenberg and the author have shown that any analytic vacuum (or electrovacuum) space-time with such a horizon necessarily admits a Killing vector field null on the horizon (and thus tangent to its generators) and spacelike in a globally hyperbolic region neighboring the horizon (where its integral curves are also closed). Thus a globally hyperbolic region neighboring the horizon has the natural geometrical structure of a circle bundle or a space covered by such a bundle. In particular, the Taub regions of the Taub-NUT solutions are (nontrivial) \(S^{1}\) bundles over \(S^{2} \times R\).

Isenberg and the author are attempting to extend this result with a proof of the conjecture that if the generators of the compact horizon are not closed then there is nevertheless
a Killing field tangent to the horizon generators and furthermore the dimension of the full isometry group for the spacetime must be greater than or equal to 2 . The last assertion follows from the fact that the isometry groups of compact Riemannian manifolds are necessarily compact whereas the isometry group generated by a single Killing field (with nonclosed orbits) acting on a suitably chosen Cauchy surface in the globally hyperbolic region would be noncompact. If the stated conjecture is true then clearly the circle bundle horizons (and those covered by circle bundles) would provide the "largest" families of vacuum space-times admitting compact Cauchy horizons since the other families would necessarily have higher-dimensional isometry groups.

Because we wish to treat space-times having only onedimensional isometry groups and because the perturbation of spatially compact vacuum space-times from one symmetry class to another is beset with linearization instabilities \({ }^{5,6}\) we find it most convenient to choose background solutions admitting only one Killing vector field and thus belonging to one of the \(S^{1}\)-bundle (or Seifert) families mentioned above. We therefore consider vacuum space-times that are \(S^{1}\) bundles over \(K \times R\), where \(K\) is an arbitrary, compact, orientable two-manifold. For simplicity we shall restrict our attention to the trivial bundles \(K \times R \times S^{1} \rightarrow K \times R\), though the same methods could certainly be applied (by suitably patching together local trivializations) to handle the nontrivial bundles as well (see Ref. 2 for the treatment of the nontrivial bundle \(S^{3} \times R \rightarrow S^{2} \times R\) ). We shall refer to such vacuum space-times having \(S^{1}\)-symmetric, compact Cauchy horizons as generalized Taub-NUT (GTN) space-times, although, strictly speaking, that term ought to be reserved for the bundle \(S^{3} \times R \rightarrow S^{2} \times R\).

In the following we let \(\left\{x^{a}, a=1,2\right\}\) represent local coordinates on the compact two-manifold \(K, x^{3}\) (defined \(\bmod 2 \pi\) ) represent an angle coordinate on the circle, and \(x^{0}=t \in R\) represent the "time."

The Lorentzian metrics on \({ }^{(4)} V=K \times R \times S^{1}\) are expressible in the form
\[
\begin{align*}
d s^{2}= & { }^{(4)} g_{\mu \nu} d x^{\mu} d x^{\nu} \\
= & e^{-2 \phi}\left[-N^{2} d t^{2}+g_{a b} d x^{a} d x^{b}\right] \\
& +t^{2} e^{2 \phi}\left[k d x^{3}+\beta_{a} d x^{a}\right]^{2} \tag{2.1}
\end{align*}
\]
where \(k\) is a nonzero constant and \(\partial / \partial x^{3}\) is a Killing vector field. By analogy with the well-known Kaluza-Klein-Jordan reduction we may view \(\phi, \quad \beta_{a} d x^{a}\), and ( \(-N^{2} d t^{2}+g_{a b} d x^{a} d x^{b}\) ) as a scalar field, one-form, and Lorentzian metric, respectively, induced on the base manifold \(K \times R\) by the space-time metric on \(K \times R \times S^{1}\). For simplicity we have imposed the coordinate condition of zero shift vector field, which corresponds to dropping the time component of the one-form field and the two-dimensional shift field of the Lorentzian metric induced on \(K \times R\).

The line element (2.1) degenerates at \(t=0\). However, if we reexpress it through the change of coordinates
\[
\begin{equation*}
t^{\prime}=t^{2}, \quad x^{3 \prime}=x^{3}-(1 / k) \ln t, \quad x^{a \prime}=x^{a} \tag{2.2}
\end{equation*}
\]
then we can easily show that the transformed metric is ana-
lytic and Lorentzian on a neighborhood \(\mathscr{N}=K \times S^{1} \times(-\lambda, \lambda)\) of the surface \(t^{\prime}=0\) provided
(i) \(\quad \phi\left(t^{\prime}, x^{a \prime}\right), N\left(t^{\prime}, x^{a \prime}\right), \beta_{a}\left(t^{\prime}, x^{b \prime}\right) d x^{a}\),
\[
\text { and } g_{a b}\left(t^{\prime}, x^{c \prime}\right) d x^{a \prime} d x^{b \prime} \quad \text { are analytic on } \mathscr{N}
\]
(ii) \(\quad N>0\) and \(g_{a b}\) is positive definite on \(\mathscr{N}\);
(iii) \(\left(\left(N^{2}-e^{4 \phi}\right) / 4 t^{\prime}\right)\) is analytic on \(\mathscr{N}\).

The transformed metric has the form
\[
\begin{align*}
d s^{2}= & { }^{(4)} g_{\mu^{\prime} \nu} d x^{\mu \prime} d x^{\nu \prime} \\
= & \left(-e^{-2 \phi} / 4 t^{\prime}\right)\left(N^{2}-e^{4 \phi}\right)\left(d t^{\prime}\right)^{2} \\
& +e^{-2 \phi} g_{a b} d x^{a \prime} d x^{b \prime} \\
& +e^{2 \phi} t^{\prime}\left[k d x^{3 \prime}+\beta_{a} d x^{a \prime}\right]^{2} \\
& +e^{2 \phi} d t^{\prime}\left[k d x^{3 \prime}+\beta_{a} d x^{a \prime}\right] \tag{2.3}
\end{align*}
\]

For such a metric it is easy to show that
(iv) the surface \(t^{\prime}=0\) is a null hypersurface with \(\partial / \partial x^{3 \prime}\) tangent to its null generators;
(v) the Killing field \(\partial / \partial x^{3 \prime}\) is spacelike in the region \(t^{\prime}>0\) but timelike in the region \(t^{\prime}<0\)-its orbits there being closed timelike curves.

Space-times satisfying the conditions (i)-(iii) above are globally hyperbolic in the regions \(t^{\prime}>0\) (which were covered by the original charts with either \(t>0\) or \(t<0\) ), have Cauchy horizons diffeomorphic to \(K \times S^{1}\) at \(t^{\prime}=0\), and have closed timelike curves through every event in their acausal extensions \(t^{\prime}<0\). For each such space-time, a second, inequivalent extension through the Cauchy horizon can be defined by introducing the chart
\[
\begin{equation*}
t^{\prime}=t^{2}, \quad x^{3 t}=x^{3}+(1 / k) \ln t, \quad x^{a \prime}=x^{a} \tag{2.4}
\end{equation*}
\]
instead of (2.2) and proceeding as before. These two extensions correspond to the well-known pair of extensions for the Taub space-time that cannot simultaneously be accommodated within a Hausdorff manifold.

The Einstein equations for a metric of the form (2.1) are written out explicitly in Eqs. (2.4)-(2.6) of Ref. 1. As discussed in detail in that reference one may prove the existence of analytic solutions of Einstein's equations having all the properties (i)-(v) above by imposing a suitable coordinate condition to fix the lapse function \(N\) and applying the extended Cauchy-Kowalewski theorem sketched there and proved in detail in Ref. 2. Every choice of analytic initial data \(\left\{\dot{\phi}_{\dot{\phi}}, \dot{\beta}_{a}, \grave{g}_{a b}\right\}\left(0, x^{c}\right)\) specified over \(K\) (with \(\dot{\phi}\) a function, \(\dot{\beta}_{a} d x^{a}\) a one-form, and \(\stackrel{\circ}{g}_{a b} d x^{a} d x^{b}\) a Riemannian metric on \(K\) ) determines a unique, analytic solution of Einstein's equations having all the properties (i)-(v) above provided the lapse function is chosen to satisfy both conditions (i)-(iii) above and the condition
(vi) \((N / \sqrt{(2)} g)_{, t}=0\),
where \({ }^{(2)} g\) is the determinant of \(g_{a b}\). These restrictions lead to the requirement that
\[
\begin{equation*}
N=\left(e^{2 \phi} / \sqrt{(2) \bar{g}}\right) \sqrt{(2)} g \tag{2.6}
\end{equation*}
\]
which fixes \(N\) uniquely.
The rigid coordinate conditions described above were chosen originally to simplify the form of the Einstein evolution equations and are not strictly necessary for the analysis to follow. Any choice of lapse and shift that still permits one to apply the extended Cauchy-Kowalewski theorem would probably work just as well. For simplicity, however, we shall retain the coordinate conditions of zero shift and a lapse satisfying (vi) above in the present discussion.

Many of the solutions determined by data \(\left\{\dot{\circ}_{\phi}, \stackrel{\circ}{\beta}_{a}, \stackrel{\circ}{g}_{a b}\right\}\) prescribed on \(K\) are isometric to one another. In order to characterize the space of inequivalent generalized Taub--NUT space-times it is convenient to transform the metrics to a canonical gauge. For this purpose we consider, for each such space-time, the group of analytic diffeomorphisms that preserve the horizon at \(t^{\prime}=0\) and commute with the isometry generated by the Killing field \(\partial / \partial x^{3 \prime}\). Infinitesimal generators of such diffeomorphisms are vector fields \({ }^{(4)} X\) that are tangent to the null hypersurface at \(t^{\prime}=0\) and that commute with \(\partial / \partial x^{3}\).

We can express such vector fields as
\[
\begin{equation*}
{ }^{\text {(4) })} X=t^{\prime} Y \frac{\partial}{\partial t^{\prime}}+X^{a \prime} \frac{\partial}{\partial x^{a \prime}}+X^{3 \prime} \frac{\partial}{\partial x^{3^{\prime \prime}}} \text {, } \tag{2.7}
\end{equation*}
\]
where ( \(Y, X^{a \prime}, X^{3 \prime}\) ) are analytic in ( \(t^{\prime}, x^{a \prime}\) ). The infinitesimal gauge transformation of \({ }^{(4)} g\) induced \({ }^{(4)} X\) is given by the Lie derivative \(\mathscr{L}^{(4)}{ }_{X}{ }^{(4)} g\). In order that \({ }^{(4)} X\) preserve the coordinate conditions we have imposed on \({ }^{[4]} g\) it is necessary (and sufficient) that \({ }^{(4)} X\) be required to satisfy the evolution equations [Eqs. (3.4) of Ref. 1]
\[
\begin{align*}
& Y_{, t}=2 \frac{N}{\sqrt{(2)} g} \frac{\partial}{\partial x^{a}}\left(\frac{{\sqrt{ }{ }^{(2)} g}_{N}^{N}}{\Delta^{a \prime}}\right), \\
& \left(t \Delta^{a \prime}\right)_{, t}=\left(N^{2} / 2\right) t g^{a b} Y_{, b},  \tag{2.8}\\
& \left(X^{3 \prime}+Y\right)_{, t}=-2 \beta_{a} X_{, t}^{a \prime}
\end{align*}
\]
where
\[
\Delta^{a \prime}=(1 / t)\left(X^{a \prime}-\dot{X}^{a \prime}\right)
\]
and \(\tilde{X}^{a \prime}\) are the initial values of \(X^{a}\) (i.e., \(X^{a,\left.\right|_{i^{\prime}=0}}\) ). As in Ref. 1 we can apply the extended Cauchy-Kowalewski theorem to prove the existence and uniqueness of solutions of Eqs. (2.8) that are analytic and even in \(t\) (hence also analytic in \(t^{\prime}=t^{2}\) ) for arbitrary analytic initial data ( \(Y, \AA^{a}{ }^{\prime} \dot{X}^{3 \prime}\) ) prescribed at \(t=0\).

The infinitesimal gauge tranformations of ( \(\phi, \beta_{a}, g_{a b}, N\) ) induced by such a vector field are determined by computing \(\mathscr{L}^{1 s}{ }_{X}^{(4)} g\) and are given in Eqs. (3.5) of Ref. 1. These perturbations reduce, as \(t \rightarrow 0^{+}\), to the expressions [also given in Eqs. (3.6) of Ref. 1]
\[
\begin{align*}
& \delta \dot{\phi}=\frac{1}{2} Y \stackrel{\circ}{Y}+\mathscr{L}_{1 X} \dot{\phi}, \\
& \delta \dot{\beta}_{a}=\frac{1}{2}\left(\dot{X}^{3 \prime}+\stackrel{\circ}{Y}\right)_{, a}+\left(\mathscr{L}^{(2)} X \stackrel{\circ}{\beta}\right)_{a}, \\
& \delta g_{a b}=\stackrel{\circ}{\mathbf{g}}_{a b}+\left(\mathscr{L}_{{ }^{\prime} X X} \stackrel{\circ}{g}\right)_{a b},  \tag{2.9}\\
& \delta \stackrel{\circ}{N}=\stackrel{Y}{Y} \stackrel{\circ}{N}+\mathscr{L}_{a_{X}} \stackrel{\circ}{N},
\end{align*}
\]
where
\[
{ }^{(2)} \stackrel{\circ}{X}=\stackrel{\circ}{X}^{a \prime} \frac{\partial}{\partial x^{a \prime}}=\stackrel{\circ}{X}^{a \prime} \frac{\partial}{\partial x^{a}}
\]
and \(\mathscr{L}_{1 x_{X}}\) signifies the Lie derivative with respect to this vector field on \(K\).

These infinitesimal gauge transformations of the Cauchy horizon data clearly consist of (i') an infinitesimal diffeomorphism of \(K\) generated by \({ }^{(2)} X\); (ii') an "electromagnetic" gauge transformation of \(\beta_{a}\) generated by
\[
\dot{Z} \equiv \frac{1}{2}\left(\dot{X}^{3 \prime}+\stackrel{\circ}{Y}\right)
\]
and (iii") a "conformal" transformation of ( \(\dot{\phi}, \dot{g}_{a b}\) ) generated by \(Y\). The "conformal" transformation is just such as to preserve the tensor \(e^{-2 \dot{\phi} \dot{g}_{a b}}\) and in general these gauge transformations preserve the regularity condition \(N=e^{2 \phi}\) discussed earlier.

Equations (2.9) define the Lie algebra of a group of transformations acting on the space of Cauchy horizon data. To see the structure of this Lie algebra let \(\left(\mathcal{Y},{ }^{(2)} X, Z\right)\) and ( \(\left.\widehat{Y},{ }^{(2)} \widehat{X}, \hat{Z}\right)\) with \(Z \equiv \frac{1}{2}\left(X^{3 \prime}+Y\right)\) and \(\widehat{Z}=\frac{1}{2}\left(\hat{X}^{3 \prime}+\widehat{Y}\right)\) be any two such infinitesimal transformations and compute their commutator. The result is a transformation of the same type with a generator given by
\[
\begin{aligned}
& \left(Y^{*},{ }^{(2)} X^{*}, Z^{*}\right)
\end{aligned}
\]

The associated group has two obvious, commuting, Abelian subgroups determined by generators of the type ( \(Y, 0,0\) ) ("conformal" transformations) and the type ( \(0,0, Z\) ) ("electromagnetic" gauge transformations). In addition there is the non-Abelian subgroup with generators of the type ( \(0,{ }^{(2)} X, 0\) ). This last subgroup is clearly just the diffeomorphism group of \(K\).

As is well known, every Riemannian metric on \(K\) is conformal to a metric of constant curvature. The scalar curvature of the transformed metric will be a positive constant if \(K \approx S^{2}\), zero if \(K \approx T^{2}\), and a negative constant if \(K\) is a higher genus two-manifold. We can always choose the conformal factor so that the transformed metric \(\dot{g}_{a b}^{*}\) satisfies (say)
\[
\int_{K} \sqrt{(2) g^{*}}=4 \pi
\]
in which case the scalar curvature, \({ }^{(2)} R\left({ }^{(2)} \dot{g}^{*}\right)\), will assume a (constant) value fixed by the Gauss-Bonnet theorem and depending only upon the genus of \(K\). Without disturbing this gauge condition we can apply an "electromagnetic" gauge transformation to make \(\dot{\beta}_{a}\) divergence-free (with respect to the new, constant curvature metric \(\dot{g}_{a b}^{*}\) ). Next we can, without disturbing these conditions, apply a diffeomorphism of \(K\) to bring the constant curvature metric into a canonical form. For example, if \(K \approx S^{2}\) one could require that
\[
\dot{g}_{a b}^{*} d x^{a} d x^{b}=d \theta^{2}+\sin ^{2} \theta d \phi^{2}
\]
whereas, if \(K \approx T^{2}\) one could require that the (flat) metric \(\dot{g}_{a b}^{*}\) have constant components and thus, in view of the condition
\[
\int_{K}{\sqrt{(2) \Gamma^{*}}}^{g^{*}}=4 \pi
\]
depend on only two real parameters. More generally, for higher genus two-manifolds, the moduli spaces of conformal equivalence classes of Riemannian metrics are parametrized
by \(3 g-3\) complex parameters for genus \(g \geqslant 2\). Thus in a suitably chosen canonical gauge \(\dot{g}_{a b}^{*}\) could be uniquely specified in terms of \(6 g-6\) real parameters.

Finally, without disturbing the foregoing conditions one can apply gauge transformations generated by the "conformal isometries" of \(\dot{g}_{a b}^{*}\). More precisely, if \({ }^{(2)} X^{0}\) is any conformal Killing field of \(\dot{g}_{a b}^{*}\) and we set
\[
\begin{equation*}
\stackrel{\circ}{Y}=-\frac{1}{\sqrt{(2) \dot{g}^{*}}} \frac{\partial}{\partial x^{a}}\left(\sqrt{(2)}^{(2)} \dot{g}^{*} \dot{X}^{a}\right) \tag{2.11}
\end{equation*}
\]
then
\[
\delta \dot{g}_{a b}^{*}=\stackrel{\circ}{Y}_{g}^{\circ}{ }_{a b}^{*}+\left(\mathscr{L}_{a \dot{x}} \dot{g}^{*}\right)_{a b}=0
\]
and one can check that the condition that \(\dot{\beta}_{a}^{*}\) have vanishing divergence with respect to \(\dot{g}_{a b}^{*}\) is left undisturbed provided we set \(\dot{Z}=\frac{1}{2}\left(\dot{X}^{3 \prime}+\stackrel{\circ}{Y}\right)=0\).

The conformal isometry group of \(\left(K, g_{a b}^{*}\right)\) is a Lie group of dimension 6 if \(K \approx S^{2}\), dimension 2 if \(K \approx T^{2}\) (and coincides with the isometry group since \(\dot{g}_{a b}^{*}\) is flat), and dimension zero if \(K\) is a higher genus two-manifold. Thus for \(K \approx S^{2}\) or \(T^{2}\) we can take the quotient by the corresponding group action and further reduce the space of inequivalent generalized Taub-NUT space-times.

To summarize, we can always choose a canonical gauge for the Cauchy horizon data \(\left\{{ }_{\dot{\phi}}^{\phi}, \dot{\beta}_{a}, \dot{g}_{a b}\right\}\) such that (a) \(\dot{g}_{a b}\) is a constant curvature metric on \(K\) depending only on zero (if \(K \approx S^{2}\) ), 2 (if \(K \approx T^{2}\) ), or \(6 g-6\) (if \(K\) has genus \(g \geqslant 2\) ) real parameters; (b) \(\stackrel{\circ}{\beta}_{a}\) has zero divergence with respect to \(\stackrel{\circ}{g}_{a b}\); and (c) there is a residual gauge subgroup action of dimension 6 (if \(K \approx S^{2}\) ) or dimension 2 (if \(K \approx T^{2}\) ) generated by the conformal Killing fields of ( \(K, \stackrel{\circ}{g}_{a b}\) ), which acts on the data \(\left(\stackrel{\circ}{\phi}, \stackrel{\circ}{\beta}_{a}, \stackrel{\circ}{g}_{a b}\right)\).

\section*{B. First- and second-order perturbations}

We want to consider perturbations of the Einstein evoIution equations for \(\phi, \beta_{a}\), and \(g_{a b}\) [cf. Eqs. (2.4) of Ref. 1] about an arbitrary generalized Taub-NUT background. To generate the perturbation equations of arbitrary order one imagines having a one parameter family of exact solutions \(\left\{\phi, \beta_{a}, g_{a b}\right\}\left(t, x^{c}, \epsilon\right)\) and differentiates the exact equations with respect to the parameter \(\epsilon\) arbitrarily many times, setting \(\epsilon=0\) (the background value) at the end. The \(n\) th-order equations consist of a linear second-order operator acting on the \(n\) th-order perturbations,
\[
\begin{equation*}
\left.\left\{\phi^{(n)}, \beta_{a}^{(n)}, g_{a b}^{(n)}\right\} \equiv\left\{\frac{\partial^{n} \phi}{\partial \epsilon^{n}}, \frac{\partial^{n} \beta_{a}}{\partial \epsilon^{n}}, \frac{\partial^{n} g_{a b}}{\partial \epsilon^{n}}\right\}\right|_{\epsilon=0} \tag{2.12}
\end{equation*}
\]
and an inhomogeneous "source" term formed from perturbations of the lapse function and (for \(n>1\) ) from all the lower-order perturbations. For simplicity we retain the coordinate conditions of zero shift and of \(\left(N / \sqrt{\left.{ }^{2}\right)} g\right)_{, t}=0\), which means that we only allow perturbations of the lapse function \(N\) generated by differentiations of
\[
\begin{equation*}
\frac{N}{\sqrt{(2) g}}=\left.\left(\frac{N}{\sqrt{(2)} g}\right)\right|_{\epsilon=0} e^{2 \lambda\left(x^{a}, \epsilon\right)} \tag{2.13}
\end{equation*}
\]
where \(\lambda\left(x^{a}, \epsilon\right)\) is an arbitrary analytic function of the indicated arguments with \(\lambda\left(x^{a}, 0\right)=0\).

The main tool we require is the extended CauchyKowalewski (CK) theorem sketched in Ref. 1 and proved in detail in Ref. 2. Since the applications of this theorem to the present problem follow the same pattern employed in those earlier papers (once we have factored out the singularities) we shall simply state the results of applying the theorem without giving repetitious details. Just as for the background solutions, all of the coefficient functions determined by means of the extended CK theorem will prove to be both analytic in ( \(x^{a}, t\) ) and even in \(t\) (and thus also analytic in the time variable \(t^{\prime}=t^{2}\) defined above). For convenience we shall refer to any function analytic and even in \(t\) as a regular function. The analyticity of the solutions will follow directly from the application of the CK theorem whereas the evenness in \(t\) requires a more detailed consideration of the specific evolution equations-one shows inductively that all odd \(t\) derivatives of the analytic solutions vanish at \(t=0\).

The main result we intend to prove may be stated as follows. The solutions of the \(n\) th-order perturbation equations are expressible (suppressing the tensor indices on \(\beta^{(n)} \equiv \beta_{a}^{(n)}\) and \(g^{(n)} \equiv g_{a b}^{(n)}\) for simplicity) as
\[
\begin{align*}
\phi^{(n)}= & \sum_{k=0}^{(n-1) / 2} \frac{(\ln t)^{n-2 k-1}}{t^{2 k}}\left[(\ln t) a_{n-2 k}^{(n)}+a_{n-2 k-1}^{(n)}\right], \\
\beta^{(n)}= & \sum_{k=0}^{(n-1) / 2} \frac{(\ln t)^{n-2 k-1}}{t^{2 k}} \\
& \times\left[(\ln t) b_{n-2 k}^{(n)}+\frac{b_{n-2 k-1}^{(n)}}{t^{2}}\right],  \tag{2.14}\\
g^{(n)}= & \sum_{k=0}^{(n-1) / 2} \frac{(\ln t)^{n-2 k-1}}{t^{2 k}}\left[(\ln t) c_{n-2 k}^{(n)}+c_{n-2 k-1}^{(n)}\right],
\end{align*}
\]
if \(n\) is odd (i.e., \(n=1,3,5, \ldots\) ), and
\[
\begin{align*}
\phi^{(n)}= & \sum_{k=0}^{(n-2) / 2} \frac{(\ln t)^{n-2 k-1}}{t^{2 k}}\left[(\ln t) a_{n-2 k}^{(n)}+a_{n-2 k-1}^{(n)}\right] \\
& +\frac{a_{0}^{(n)}}{t^{n}}, \\
\beta^{(n)}= & \sum_{k=0}^{(n-2) / 2} \frac{(\ln t)^{n-2 k-1}}{t^{2 k}}\left[(\ln t) b_{n-2 k}^{(n)}+\frac{b_{n-2 k-1}^{(n)}}{t^{2}}\right] \\
& +\frac{b_{0}^{(n)}}{t^{n}},  \tag{2.15}\\
g^{(n)}= & \sum_{k=0}^{(n-2) / 2} \frac{(\ln t)^{n-2 k-1}}{t^{2 k}}\left[(\ln t) c_{n-2 k}^{(n)}+c_{n-2 k-1}^{(n)}\right] \\
& +\frac{c_{0}^{(n)}}{t^{n}},
\end{align*}
\]
if \(n\) is even (i.e., \(n=2,4,6, \ldots\) ). Here each of the coefficient functions \(\left\{a_{l}^{(n)}, b_{l}^{(n)}, c_{l}^{(n)} ; l=0,1, \ldots, n ; n=1,2,3, \ldots\right\}\) will be shown to be regular [i.e., analytic in ( \(t, x^{a}\) ) and even in \(t\) ] in a neighborhood of \(t=0\), the horizon surface of the background solution. The solutions at each order are determined uniquely by the solutions from all the preceding orders up to the addition of an arbitrary solution of the first-order ( \(n=1\) ) equations.

The first-order perturbations, according to the above, have the form
\[
\begin{align*}
& \phi^{(1)}=(\ln t) a_{1}^{(1)}+a_{0}^{(1)} \\
& \beta^{(1)}=(\ln t) b_{1}^{(1)}+b_{0}^{(1)} / t^{2}  \tag{2.16}\\
& g^{(1)}=(\ln t) c_{1}^{(1)}+c_{0}^{(1)}
\end{align*}
\]
and, as we shall see, the freely specifiable data will be the initial values
\[
\begin{equation*}
\left.\left\{a_{1}^{(1)}, a_{0}^{(1)}, b_{0}^{(1)}, \frac{\partial^{2} b_{0}^{(1)}}{\partial t^{2}}, c_{1}^{(1)}, c_{0}^{(1)}\right\}\right|_{t=0}, \tag{2.17}
\end{equation*}
\]
prescribed as analytic tensor fields on \(K\) and the first-order perturbation of the lapse function computed from Eq. (2.13). Thus at \(n\)th order the only freedom is that of adding an arbitrary solution of the first-order equations, which in turn is uniquely determined by the data indicated above. Later when we impose the \(n\) th-order constraint equations some of this "free data" will itself be restricted. The data indicated above are, aside from the arbitrary perturbation of the lapse function, just the 12 independent functions one would expect to have in solving the six second-order evolution equations for \(\left\{\phi, \beta_{a}, g_{a b}\right\}\), but they are not conventional Cauchy data since we are choosing to specify the "initial conditions" on a Cauchy horizon instead of on a Cauchy surface of the background space-time.

The difference in form of the perturbations \(\left\{\phi^{(n)}, g^{(n)}\right\}\) from the perturbations \(\left\{\beta^{(n)}\right\}\) is traceable to the difference between the singular time derivative operators that occur in the evolution equations for these quantities. The operator \(\partial^{2} / \partial t^{2}+(1 / t) \partial / \partial t\), which acts on the quantities \(\phi^{(n)}\) and \(g^{(n)}\), annihilates any field of the form \(\left((\ln t) a_{1}\left(x^{b}\right)\right.\) \(\left.+a_{0}\left(x^{b}\right)\right)\), whereas the operator \(\partial^{2} / \partial t^{2}+(3 / t) \partial / \partial t\), which acts on the \(\beta^{(n)}\), annihilates any field of the form ( \((1 /\) \(\left.\left.t^{2}\right) b_{1}\left(x^{c}\right)+b_{0}\left(x^{c}\right)\right)\). These facts determine the form of the freely specifiable data in the perturbation equations for these quantities. The interaction terms between these variables force the additional ( \(\ln t\) ) term in the first-order perturbation of \(\beta_{a}\) and, at higher orders, these interactions drive the higher-order logarithmic singularities and the higher-order singularities in \(1 / t^{2}\), which appear in the general solution for the \(n\) th-order perturbations. If one turns off the \(\beta_{a}\) field altogether (which is always allowed on the trivial bundles \(K \times R \times S^{1} \rightarrow K \times R\) ) then the general solution for the remaining perturbations simplifies to
\[
\begin{align*}
\phi^{(n)}= & (\ln t)^{n} a_{n}^{(n)}+(\ln t)^{n-1} a_{n-1}^{(n)}+\cdots \\
& +(\ln t) a_{1}^{(n)}+a_{0}^{(n)}  \tag{2.18}\\
g^{(n)}= & (\ln t)^{n} c_{n}^{(n)}+(\ln t)^{n-1} c_{n-1}^{(n)}+\cdots \\
& +(\ln t) c_{1}^{(n)}+c_{0}^{(n)},
\end{align*}
\]
where the coefficients \(\left\{a_{k}^{(n)}, c_{k}^{(n)}\right\}\) are all analytic and even in \(t\).

To analyze the perturbation equations we shall employ a convenient schematic form for the evolution equations. Since \(\phi\) and \(g_{a b}\) occur in somewhat parallel ways in the evolution equations we can compress them into a single symbol, which, with indices suppressed, we shall call \(\psi\). Thus we let \(\psi\) stand for the pair ( \(\phi, g_{a b}\) ) and \(\beta\) stand for \(\beta_{a}\) as before. Taking account of the coordinate condition, which we have imposed to yield \((N / \sqrt{[2]} g)_{, t}=0\), we find that the evolution equations can be written schematically as
\[
\begin{align*}
\psi_{, t t}+(1 / t) \psi_{, t}= & A(\psi, N)+B(\psi, N) t^{2} d \beta d \beta \\
& +C(\psi) \psi_{, t} \psi_{, t}+D(\psi) t^{2} \beta_{, t} \beta_{, t}  \tag{2.19}\\
\beta_{. t t}+(3 / t) \beta_{, t}= & E(\psi, N) d \beta+F(\psi, N) \partial d \beta \\
& +G(\psi) \psi_{, t} \beta_{, t}
\end{align*}
\]
where \(d \beta\) is the exterior derivative of the one-form \(\beta\) [i.e., \(\left.d \beta=\frac{1}{2}\left(\beta_{a, b}-\beta_{b, a}\right) d x^{b} \wedge d x^{a}\right], A, B, E\), and \(F\) are certain analytic expressions in \(\left\{\phi, g_{a b}, N\right\}\) and their first and second spatial derivatives and where \(C, D\), and \(G\) are similar expressions in \(\phi\) and \(g_{a b}\) alone. The second spatial derivatives of \(\beta\) are indicated explicitly by \(\partial d \beta\) whereas the spatial derivatives of \(\psi\) and \(N\) are contained in the quantities \(A, \ldots, G\) and thus suppressed in the above notation.

Linearizing Eqs. (2.19) about a regular background solution and taking account of the coordinate condition (2.13) when perturbing the lapse function \(N\) we obtain first-order perturbation equations of the schematic form
\[
\begin{align*}
\psi_{, t t}^{(1)}+(1 / t) \psi_{, t}^{(1)}= & R \cdot \psi^{(1)}+t^{2} R d \beta^{(1)} \\
& +t R \psi_{, t}^{(1)}+t^{3} R \beta_{, t}^{(1)}+R \\
\beta_{, t t}^{(1)}+(3 / t) \beta_{, t}^{(1)}= & R \cdot \psi^{(1)}+R \cdot d \beta^{(1)}  \tag{2.20}\\
& +t R \psi_{, t}^{(1)}+t R \beta_{, t}^{(1)}+R
\end{align*}
\]
where \(R \cdot\) stands generically for a linear (spatial) differential operator with regular coefficients and \(R\) stands for a regular multiplicative operator or a regular additive inhomogeneous term (induced by perturbations of the lapse function).

We now seek solutions of Eqs. (2.20) of the form [cf. Eqs. (2.16) above]
\[
\begin{align*}
& \psi^{(1)}=(\ln t) a_{1}^{(1)}+a_{0}^{(1)}  \tag{2.21}\\
& \beta^{(1)}=(\ln t) b_{1}^{(1)}+b_{0}^{(1)} / t^{2}
\end{align*}
\]
with coefficients \(\left\{a_{k}^{(1)}, b_{k}^{(1)}\right\}\), which are regular. For convenience we write \(b_{0}^{(1)}=\dot{\gamma}_{0}\left(x^{a}\right)+t^{2} \gamma_{1}\), where \(\dot{\gamma}_{0}\) is analytic in \(\left\{x^{a}\right\}\) and independent of \(t\) (as signified by the overhead naught) and where \(\gamma_{1}\) is regular. Thus we write
\[
\begin{equation*}
\beta^{(1)}=(\ln t) b_{1}^{(1)}+\dot{\gamma}_{0}\left(x^{a}\right) / t^{2}+\gamma_{1} \tag{2.22}
\end{equation*}
\]
and
\[
\begin{equation*}
\psi^{(1)}=(\ln t) a_{1}^{(1)}+a_{0}^{(1)} \tag{2.23}
\end{equation*}
\]
and substitute these forms into the linearized evolution equations (2.20). We organize the resulting system by collecting together all terms having, as an overall factor, a common power of \((\ln t)\). At this \((n=1)\) level only the two powers ( \(\ln t)^{k}, k=1,0\), occur. To obtain solutions we demand that the coefficients of each power of \((\ln t)\) vanish separately. The vanishing of the coefficients of \((\ln t)\) is equivalent to the requirement that Eqs. (2.20), with \(\psi^{(1)}\) and \(\beta^{(1)}\) replaced by \(a_{1}^{(1)}\) and \(b_{1}^{(1)}\) and the inhomogeneous \(R\) terms dropped, be satisfied. But one can apply the extended CK theorem to this system and prove the existence of regular solutions \(\left\{a_{1}^{(1)}, b_{1}^{(1)}\right\}\) that are uniquely determined by the arbitrarily specified, analytic initial data \(\left.\left\{a_{1}^{(1)}, b_{1}^{(1)}\right\}\right|_{t=0}\). Having thus killed all the terms with the factor ( \(\ln t\) ) we find that the linearized equations reduce to
\[
\begin{align*}
a_{0}^{(1)}{ }_{, t t} & +(1 / t) a_{0}^{(1)}+(2 / t) a_{1}^{(1)}, t \\
& =R \cdot a_{0}^{(1)}+t R\left(a_{0}^{(1)}+a_{1}^{(1)} / t\right) \\
& +t^{2} R d\left(\gamma_{1}+\dot{\gamma}_{0} / t^{2}\right) \\
& +t^{3} R\left(\gamma_{1, t}+b_{1}^{(1)} / t-\left(2 / t^{3}\right) \dot{\gamma}_{0}\right)+R,  \tag{2.24}\\
\gamma_{1, t t} & +(3 / t) \gamma_{1, t}+(2 / t) b_{i}^{(1)}{ }_{, t}+\left(2 / t^{2}\right) b_{i}^{(1)} \\
& =R \cdot a_{0}^{(1)}+R \cdot d\left(\gamma_{1}+\gamma_{0} / t^{2}\right) \\
& +t R\left(a_{0}^{(1)}{ }_{, t}+a_{1}^{(1)} / t\right) \\
& +t R\left(\gamma_{1, t}+b_{1}^{(1)} / t-\left(2 / t^{3}\right) \gamma_{0}\right)+R .
\end{align*}
\]

These have the form of Eqs. (2.20) (with \(\left\{a_{0}^{(1)}, \gamma_{1}\right\}\) in place of \(\left\{\psi^{(1)}, \beta^{(1)}\right\}\) ) supplemented with some additional inhomogeneous terms arising from \(a_{1}^{(1)}, b_{1}^{(1)}\), and \(\dot{\gamma}_{0}\). Recalling that \(a_{1}^{(1)}\) and \(b_{1}^{(1)}\) are regular (and thus even in \(t\) ) one sees that all of the inhomogeneous contributions are regular except for the terms \(\left(2 / t^{2}\right) b_{1}^{(1)}\), occurring on the left-hand side, and [ \(R \cdot d\left(\gamma_{0} / t^{2}\right)-2 R \gamma_{0}^{\circ} / t^{2}\) ] occurring on the right-hand side of the equation for \(\gamma_{1}\). We can kill the singularity provided by these terms, leaving only an additional regular inhomogeneity, by requiring that the initial data for \(b_{1}^{(1)}\) (which was arbitrary up to this point) be fixed by the equation
\[
\begin{equation*}
\left.2 b_{1}^{(1)}\right|_{t=0}=\left.\left[R \cdot\left(d \dot{\gamma}_{0}\right)-2 R \dot{\gamma}_{0}\right]\right|_{t=0} \tag{2.25}
\end{equation*}
\]
for any choice of \(\gamma_{0}\left(x^{a}\right)\). With this restriction, Eqs. (2.24) become amenable to the extended CK theorem, which guarantees that regular solutions \(\left\{a_{0}^{(1)}, \gamma_{1}\right\}\) exist for arbitrary, analytic initial data \(\left.\left\{a_{0}^{(1)}, \gamma_{1}\right\}\right|_{t=0}\).

Thus we obtain solutions of the linearized equations uniquely determined by the independent data \(\left.\left\{a_{1}^{(1)}, a_{0}^{(1)}, \gamma_{1}, \gamma_{0}\left(x^{a}\right)\right\}\right|_{t=0}\) with \(b_{1}^{(1)}\) fixed by Eqs. (2.20) and the initial condition (2.25). The independent data consists of two analytic functions, two analytic one-forms and two analytic, symmetric tensor fields that one can prescribe arbitrarily on the two-manifold \(K\). By treating the linearized equations as a Hamiltonian system one can show that this free data consists of canonically conjugate pairs of variables, as we shall see in Sec. III D. When we impose the linearized constraints some of this "free data" will, of course, be fixed in terms of the remaining data. The constraints will be dealt with in Sec. III.

Before turning to the general inductive proof it may be useful to sketch how the pattern of solution continues to the second order. The second-order perturbation equations consist of equations of the form (2.20), with \(\left\{\psi^{(1)}, \beta^{(1)}\right\}\) replaced by \(\left\{\psi^{(2)}, \beta^{(2)}\right\}\), supplemented by additional inhomogeneous terms that arise from quadratic terms in the first-order perturbations. These additional inhomogeneities consist of terms of the form \(\left[R(\ln t)^{2}+R(\ln t)+R / t^{4}\right]\), occurring inthe \(\psi^{(2)}\) equation, and \(\left[R(\ln t)^{2}+\left(R / t^{2}\right)(\ln t)+R / t^{4}\right]\), occurring in the \(\beta^{(2)}\) equation. Following the inductive hypothesis [(2.14) and (2.15)] we seek solutions of the form
\[
\begin{align*}
& \psi^{(2)}=(\ln t)^{2} a_{2}^{(2)}+(\ln t) a_{1}^{(2)}+a_{0}^{(2)} / t^{2} \\
& \beta^{(2)}=(\ln t)^{2} b_{2}^{(2)}+(\ln t) b_{1}^{(2)} / t^{2}+b_{0}^{(2)} / t^{2} \tag{2.26}
\end{align*}
\]
with regular coefficients \(\left\{a_{k}^{(2)}, b_{k}^{(2)}\right\}\). For convenience we also write
\[
\begin{align*}
& a_{0}^{(2)}=\dot{\alpha}_{0}^{(2), 0}\left(x^{b}\right)+t^{2} \alpha_{1}^{(2), 0} \\
& b_{1}^{(2)}=\dot{\gamma}_{0}^{(2), 1}\left(x^{b}\right)+t^{2} \gamma_{1}^{(2), 1}  \tag{2.27}\\
& b_{0}^{(2)}=\dot{\gamma}_{0}^{(2), 0}\left(x^{b}\right)+t^{2} \gamma_{1}^{(2), 0}
\end{align*}
\]
where \(\left\{\dot{\alpha}_{0}^{(2), 0}\left(x^{b}\right), \dot{\gamma}_{0}^{(2), 1}\left(x^{b}\right), \dot{\gamma}_{0}^{(2), 0}\left(x^{b}\right)\right\}\) are analytic and independent of \(t\) and where \(\left\{\alpha_{1}^{(2), 0}, \gamma_{1}^{(2), 1}, \gamma_{1}^{(2), 0}\right\}\) are analytic and even in \(t\). Thus we substitute the forms
\[
\begin{align*}
\psi^{(2)}= & (\ln t)^{2} a_{2}^{(2)}+(\ln t) a_{1}^{(2)}+\alpha_{1}^{(2), 0}+\dot{\alpha}_{0}^{(2), 0}\left(x^{b}\right) / t^{2}, \\
\beta^{2(2)}= & (\ln t)^{2} b_{2}^{(2)} \\
& +(\ln t)\left[\gamma_{1}^{(2), 1}+\dot{\gamma}_{0}^{(2), 1}\left(x^{b}\right) / t^{2}\right] \\
& +\left[\gamma_{1}^{(2), 0}+\dot{\gamma}_{0}^{(2), 0}\left(x^{b}\right) / t^{2}\right] \tag{2.28}
\end{align*}
\]
into the second-order perturbation equations and collect together all the terms with the factors \((\ln t)^{k}\), where \(k=2,1,0\). Again we attempt to solve the equations by requiring that the coefficients of each independent power of \((\ln t)\) vanish separately. Demanding that the coefficients of \((\ln t)^{2}\) vanish leads to equations of the form (2.20), with \(\left\{\psi^{(1)}, \beta^{(1)}\right\}\) replaced by \(\left\{a_{2}^{(2)}, b_{2}^{(2)}\right\}\). The extended CK theorem applies and yields regular solutions for arbitrary initial data \(\left.\left\{a_{2}^{(2)}, b_{2}^{(2)}\right\}\right|_{t=0}\). Next we demand that the coefficients of \((\ln t)\) vanish. This leads to equations of the same type for \(\left\{a_{1}^{(2)}, \gamma_{1}^{(2), 1}\right\}\) except that there are some additional regular inhomogeneities arising from \(\left\{a_{2}^{(2)}, b_{2}^{(2)}, \dot{\gamma}_{0}^{(2), 1}\left(x^{b}\right)\right\}\) and, in the \(\gamma_{1}^{(2), 1}\) equation, a collection of inhomogeneous terms with the singular coefficient \(1 / t^{2}\). This singularity can be killed, leaving only an additional regular inhomogeneity, by requiring that the (heretofore arbitrary) initial data for \(b_{2}^{(2)}\) be constrained to satisfy an equation of the form
\(\left.4 b_{2}^{(2)}\right|_{t=0}=\left.\left[R \cdot d\left(\gamma_{0}^{(2), 1}\left(x^{b}\right)\right)-2 R \gamma_{0}^{(2), 1}\left(x^{b}\right)+R\right]\right|_{t=0}\).
With this restriction the extended CK theorem becomes applicable and assures the existence of regular solutions determined uniquely by arbitrary, analytic initial data \(\left.\left\{a_{1}^{(2)}, \gamma_{1}^{(2), 1}\right\}\right|_{t=0}\) and arbitrarily chosen, analytic \(\dot{\gamma}_{0}^{(2), 1}\left(x^{b}\right)\).

Finally we demand that the remaining terms in the sec-ond-order perturbation equations vanish. This also leads to inhomogeneous generalizations of Eqs. (2.20) for the quantities \(\left\{a_{1}^{(2), 0}, \gamma_{1}^{(2), 0}\right\}\) with inhomogeneities of the form \(R\) \(+r / t^{2}+r / t^{4}\) occurring in each of the equations. Here \(r=r\left(x^{b}\right)\) stands generically for a time-independent, analytic factor and \(R\) is regular as before. One can kill the singular terms by imposing the conditions
\[
\begin{align*}
& 4 \dot{\alpha}_{0}^{(2), 0}=r,  \tag{2.31}\\
& -2 \dot{\gamma}_{0}^{(2), 1}=r, \\
& \left.2 a_{2}^{(2)}\right|_{t=0}=\left.\left\{R \cdot \dot{\alpha}_{0}^{(2), 0}-2 R \dot{\alpha}_{0}^{(2), 0}+r\right\}\right|_{t=0},  \tag{2.30}\\
& \left.2 \gamma_{1}^{(2), 1}\right|_{t=0}= \\
& \\
& \\
& \\
& \\
& \\
& \\
& \\
& \\
& \\
& \\
& \left.\quad+R-2 b_{2}^{(2)}+R \cdot\left(d\left(\dot{\gamma}_{0}^{(2), 0}\right)\right)-2 R \dot{\alpha}_{0}^{(2), 1}-2 R \dot{\alpha}_{0}^{(2), 0} \dot{\gamma}_{0}^{(2), 0}+r\right\}\left.\right|_{t=0}
\end{align*}
\]
leaving equations that are again amenable to the extended CK theorem. The latter have regular solutions uniquely determined by arbitrary, analytic data \(\left.\left\{\alpha_{1}^{(2), 0}, \gamma_{1}^{(2), 0}\right\}\right|_{t=0}\). This procedure leaves \(\left.\left\{\alpha_{1}^{(2), 0}, \gamma_{1}^{(2), 0}, a_{1}^{(2)}, \dot{\gamma}_{0}^{(2), 0}\right\}\right|_{t=0}\) completely
arbitrary, which of course simply corresponds to the freedom to add an arbitrary solution of the first-order equations to any solution of the second-order equations.

We can describe the above procedure in a more logically ordered way as follows. First, choose the free data \(\left.\left\{\alpha_{1}^{(2), 0}, \gamma_{1}^{(2), 0}, a_{1}^{(2)}, \gamma_{0}^{(2), 0}\right\}\right|_{t=0}\) arbitrarily; then use the first three of Eqs. (2.30) together with Eq. (2.29) to determine \(\left.\left\{\dot{\alpha}_{0}^{(2), 0}, \gamma_{0}^{(2), 1}, a_{2}^{(2)}, b_{2}^{(2)}\right\}\right|_{t=0}\); and, finally, use the fourth of Eqs. (2.30) to fix \(\left.\gamma_{1}^{(2), 1}\right|_{t=0}\). Having fixed all the initial data in such a way as to guarantee the cancellation of the singularities described above, solve in order for each of the pairs \(\left\{a_{2}^{(2)}, b_{2}^{(2)}\right\},\left\{a_{1}^{(2)}, \gamma_{1}^{(2), 1}\right\}\), and \(\left\{\alpha_{1}^{(2), 0}, \gamma_{1}^{(2), 0}\right\}\) by applying the extended CK theorem to the corresponding (desingularized) evolution equations.

\section*{C. Perturbations of arbitrary order}

We now complete the proof of the inductive hypothesis, given in Eqs. (2.14) and (2.15), for the form of the \(n\) thorder perturbations. Since the previous section has already treated the first and second orders we need to consider all the orders \(n \geqslant 3\) in the following.

We first need to determine the form of the inhomogeneous "source" terms in the \(n\) th-order equations that are induced by all the lower-order perturbations. Assuming the inductive hypothesis to be valid up through order \(n-1\), it is straightforward to compute the form of the inhomogeneous terms generated in the \(n\) th-order equations. The results of that rather lengthy computation may be stated briefly as follows. Let \(S_{\psi}^{(n)}\) represent the source term in the \(n\) th-order perturbation equation for \(\psi\) and \(S_{\beta}^{(n)}\) represent the corresponding source term in the \(n\) th-order perturbation equation for \(\beta\). These sources are certain polynomial expressions in the lower-order perturbations \(\left\{\psi^{(k)}, \beta^{(k)}\right\} \quad\) (for \(k=1,2, \ldots, n-1\) ) and their first and second derivatives and in the perturbations \(\alpha^{(1)}, \ldots, \alpha^{(n)}\) of the function \(\alpha\), which determines the lapse function \(N\) [cf. Eq. (2.13)]. For convenience we include the \(n\) th-order perturbation of \(\alpha\) as a part of the source since the quantity \(\alpha^{(n)}\) is specified arbitrarily and thus contributes a fixed inhomogeneity to the \(n\) th-order equations for \(\left\{\psi^{(n)}, \beta^{(n)}\right\}\). For all \(n \geqslant 3\) one finds that
\[
\begin{aligned}
S_{\psi}^{(n)}= & (\ln t)^{n} R+(\ln t)^{n-1} R \\
& +\sum_{k=1}^{(n-1) / 2}\left[\frac{(\ln t)^{n-2 k} R}{t^{2 k+2}}+\frac{(\ln t)^{n-2 k-1} R}{t^{2 k+2}}\right],
\end{aligned}
\]
\[
\begin{aligned}
S_{\beta}^{(n)}= & (\ln t)^{n} R+(\ln t)^{n-1} \frac{R}{t^{2}} \\
& +\sum_{k=1}^{(n-1) / 2}\left[\frac{(\ln t)^{n-2 k} R}{t^{2 k+2}}+\frac{(\ln t)^{n-2 k-1} R}{t^{2 k+4}}\right]
\end{aligned}
\]
if \(n\) is odd, and
\[
\begin{align*}
S_{\psi}^{(n)}= & (\ln t)^{n} R+(\ln t)^{n-1} R \\
& +\sum_{k=1}^{(n-2) / 2}\left[\frac{(\ln t)^{n-2 k} R}{t^{2 k+2}}+\frac{(\ln t)^{n-2 k-1} R}{t^{2 k+2}}\right]  \tag{2.32}\\
& +R / t^{n+2}
\end{align*}
\]
\[
\begin{aligned}
S_{\beta}^{(n)}= & (\ln t)^{n} R+(\ln t)^{n-1} R / t^{2} \\
& +\sum_{k=1}^{(n-2) / 2}\left[\frac{(\ln t)^{n-2 k} R}{t^{2 k+2}}+\frac{(\ln t)^{n-2 k-1} R}{t^{2 k+4}}\right] \\
& +R / t^{n+2}
\end{aligned}
\]
if \(n\) is even. As before, \(R\) stands generically for a regular function.

The \(n\) th-order perturbation equations take the form
\[
\begin{align*}
& \psi_{, t t}^{(n)}+(1 / t) \psi_{, t}^{(n)} \\
& \quad=R \cdot \psi^{(n)}+t^{2} R d \beta^{(n)}+t R \psi^{(n)}{ }_{, t}+t^{3} R \beta^{(n)}+S_{\psi}^{(n)} \tag{2.33}
\end{align*}
\]
\[
\begin{aligned}
& \beta_{, t t}^{(n)}+(3 / t) \beta_{, t}^{(n)} \\
& \quad=R \cdot \psi^{(n)}+R \cdot d \beta^{(n)}+t R \psi_{, t}^{(n)}+t R \beta_{, t}^{(n)}+S_{\beta}^{(n)},
\end{aligned}
\]
where the notation used is the same as that introduced for the first-order equations (2.20). If we now substitute the conjectured form for \(\left\{\psi^{(n)}, \beta^{(n)}\right\}\) [cf. Eqs. (2.14) and (2.15)] into the above equations and collect all the terms having the common logarithmic factors \((\ln t)^{k}\) (for \(k=n, n-1, \ldots, 1,0\) ) we may attempt to solve these equations by requiring that the coefficients of each independent power of ( \(\ln t\) ) vanish separately.

Beginning with the coefficients of \((\ln t)^{n}\) we obtain the equations
\[
\begin{align*}
a_{n}^{(n)}{ }_{, t t}+(1 / t) a_{n}^{(n)}= & R \cdot a_{n}^{(n)}+R t a_{n}^{(n)}{ }^{(n)} \\
& +t^{2} R d b_{n}^{(n)}+R t^{3} b_{n, t}^{(n)}+\underset{(2.3}{R},  \tag{2.34}\\
b_{n, t t}^{(n)}+(3 / t) b_{n}^{(n)}= & R \cdot d b_{n}^{(n)}+R t b_{n}^{(n)}, \\
& +R \cdot a_{n}^{(n)}+t R a_{n}^{(n)}+R .
\end{align*}
\]

The extended CK theorem applies to this system and guarantees the existence of regular solutions for arbitrary, analytic initial data \(\left.\left\{a_{n}^{(n)}, b_{n}^{(n)}\right\}\right|_{t=0}\).

Turning to the coefficients of \((\ln t)^{n-1}\) we find it convenient to reexpress the (regular) function \(b_{n-1}^{(n)}\) as
\[
\begin{equation*}
b_{n-1}^{(n)}=\dot{\gamma}_{0}^{(n), n-1}+t^{2} \gamma_{1}^{(n), n-1} \tag{2.35}
\end{equation*}
\]
where \(\gamma_{1}^{(n) n-1}\) is regular and where \(\gamma_{0}^{(n), n-1}\) is analytic and independent of \(t\) (as signified by the overhead "naught"). Demanding that the coefficients of \((\ln t)^{n-1}\) vanish leads to the equations
\[
\begin{aligned}
& a_{n-1, t t}^{(n)}+(1 / t) a_{n-1, t}^{(n)}+(2 n / t) a_{n}^{(n)}, \\
& \quad=R \cdot a_{n-1}^{(n)}+R\left(t a_{n-1, t}^{(n)}+n a_{n}^{(n)}\right)+R d\left(\dot{\gamma}_{0}^{(n), n-1}\right.
\end{aligned}
\]
\[
\begin{align*}
& \left.+t^{2} \gamma_{1}^{(n), n-1}\right)+R t^{3} \gamma_{1, t}^{(n), n-1}-2 R \dot{\gamma}_{0}^{(n), n-1} \\
& +n R t^{2} b_{n}^{(n)}+R,  \tag{2.36}\\
\gamma_{1, .}^{(n), n-1} & +\frac{3}{t} \gamma_{1, l}^{(n), n-1}+\frac{2 n}{t^{2}} b_{n}^{(n)}+\frac{2 n}{t} b_{n, t}^{(n)} \\
= & R \cdot d \gamma_{1}^{(n), n-1}+R t \gamma_{1, t}^{(n), n-1} \\
& +R \cdot a_{n-1}^{(n)}+R\left(t a_{n-1, t}^{(n)}+n a_{n}^{(n)}\right) \\
& +n R b_{n}^{(n)}+\frac{1}{t^{2}}\left[R \cdot d \dot{\gamma}_{0}^{(n), n-1}+R-2 R \dot{\gamma}_{0}^{(n), n-1}\right] .
\end{align*}
\]

To cancel the singularity of order \(1 / t^{2}\) in the second equation we require that the (heretofore arbitrary) initial data for \(b_{n}^{(n)}\) be fixed by the condition
\[
\begin{equation*}
\left.2 n b_{n}^{(n)}\right|_{t=0}=\left.\left\{R \cdot d \gamma_{0}^{(n), n-1}+R-2 R \gamma_{0}^{(n), n-1}\right\}\right|_{t=0} . \tag{2.37}
\end{equation*}
\]

With this in force (for arbitrary \(\dot{\gamma}_{0}^{(n), n-1}\) ) the above system becomes amenable to the extended CK theorem, which assures the existence of regular solutions determined by arbitrary analytic initial data \(\left.\left\{a_{n-1}^{(n)}, \gamma_{1}^{(n), n-1}\right\}\right|_{t=0}\). The quantity \(\gamma_{0}^{(n), n-1}\) also remains arbitrary at this point.

Continuing in this manner we write
\(a_{n-2 k}^{(n)}=\left(\sum_{l=0}^{k-1} t^{2 l} \dot{\alpha}_{l}^{(n), n-2 k}\right)+t^{2 k} \alpha_{k}^{(n), n-2 k}\),
\(b_{n-2 k}^{(n)}=\left(\sum_{l=0}^{k-1} t^{2 l} \gamma_{l}^{0}(n), n-2 k\right)+t^{2 k} \gamma_{k}^{(n), n-2 k}\),
\(a_{n-2 k-1}^{(n)}=\left(\sum_{l=0}^{k-1} t^{2 l \alpha_{l}^{(n), n-2 k-1}}\right)+t^{2 k} \alpha_{k}^{(n), n-2 k-1}\),
\(b_{n-2 k-1}^{(n)}=\left(\sum_{l=0}^{k} t^{2 l \gamma_{l}^{\circ}(n), n-2 k-1}\right)+t^{2 k+2} \gamma_{k+1}^{(n), n-2 k-1}\),
where \(k=1,2, \ldots,(n-1) / 2, \quad\) if \(n\) is odd, and \(k=1,2, \ldots,(n-2) / 2\), if \(n\) is even. For \(n\) even, we also write
\[
\begin{align*}
& a_{0}^{(n)}=\left(\sum_{t=0}^{n / 2-1} t^{2 l} \alpha_{l}^{(n), 0}\right)+t^{n} \alpha_{n / 2}^{(n), 0},  \tag{2.39}\\
& b_{0}^{(n)}=\left(\sum_{l=0}^{n / 2-1} t^{2 l} \gamma_{l}^{(n), 0}\right)+t^{n} \gamma_{n / 2}^{(n), 0},
\end{align*}
\]
which extends the pattern of the first two of Eqs. (2.38) to the case \(k=n / 2\). In the above quantities \(\left\{\dot{\alpha}_{l}^{(n), m}, \dot{\gamma}_{l}^{(n), m}\right\}\) are all taken to be analytic and independent of \(t\) (signified as before by the overhead "naught") whereas the \(\left\{\alpha_{k}^{(n), n-2 k}, \gamma_{k}^{(n), n-2 k}, \alpha_{k}^{(n), n-2 k-1}, \gamma_{k+1}^{(n), n-2 k-1}\right\}\) are expected to prove regular in the subsequent analysis.

Requiring that the coefficients of \((\ln t)^{n-2 k}\) vanish leads to the equations
\[
\begin{align*}
& t^{2 k}\left(\alpha_{k, t}^{(n), n-2 k}+\frac{1}{t} \alpha_{k, t}^{(n), n-2 k}\right)+\sum_{l=0}^{k-1} 4(l-k)^{2} t^{2 l-2} \grave{\alpha}_{l}^{(n), n-2 k} \\
&+2(n-2 k+1) t a_{n-2 k+1, t}^{(n)}+(4-4 k)(n-2 k+1) a_{n-2 k+1}^{(n)}+(n-2 k+1)(n-2 k+2) a_{n-2 k+2}^{(n)} \\
&= t^{2 k}\left\{R \cdot \alpha_{k}^{(n), n-2 k}+R t \alpha_{k, t}^{(n), n-2 k}+t^{2} R d \gamma_{k}^{(n), n-2 k}+t^{3} R \gamma_{k, t}^{(n), n-2 k}\right\}+\sum_{l=0}^{k-1} t^{2 l} R \cdot \dot{\alpha}_{l}^{(n), n-2 k} \\
&+\sum_{l=0}^{k-1}(2 l-2 k) t^{2 l} R \dot{\alpha}_{l}^{(n), n-2 k}+\sum_{l=0}^{k-1} t^{2 l+2} R d \dot{\gamma}_{l}^{\circ}(n), n-2 k  \tag{2.40}\\
&+(n-2 k+1) \sum_{l=0}^{k-1}(2 l-2 k) t^{2 l+2} R a_{n-2 k+1}^{(n)}+(n-2 k+1) R t_{l}^{2} b_{n-2 k+1}^{(n), n-2 k}+R / t^{2},
\end{align*}
\]
\[
\begin{aligned}
& t^{2 k}\left(\gamma_{k, t l}^{(n), n-2 k}+\frac{3}{t} \gamma_{k, t}^{(n), n-2 k}\right)+\sum_{l=0}^{k-1} 4(l-k)(l-(k-1)) t^{2 l-2^{\circ}}{ }_{i}^{(n), n-2 k} \\
& +[2(n-2 k+1) / t] b_{n-2 k+1, t}^{(n)}+(2-4 k)\left[(n-2 k+1) / t^{2}\right] b_{n-2 k+1}^{(n)}+(n-2 k+1)(n-2 k+2) b_{n-2 k+2}^{(n)} \\
& =t^{2 k}\left\{R \cdot d \gamma_{k}^{(n), n-2 k}+R t \gamma_{k, t}^{(n), n-2 k}+R \cdot \alpha_{k}^{(n), n-2 k}+R t \alpha_{k, t}^{(n), n-2 k}\right\}+\sum_{l=0}^{k-1} t^{2 l} R \cdot d \gamma_{l}^{(n), n-2 k} \\
& +\sum_{l=0}^{k-1}(2 l-2 k) t^{2 l} R \dot{\gamma}_{l}^{(n), n-2 k}+\sum_{l=0}^{k-1} t^{2 l} R \cdot \dot{\alpha}_{l}^{(n), n-2 k}+\sum_{l=0}^{k-1}(2 l-2 k) t^{2 l} R \dot{\alpha}_{l}^{(n), n-2 k} \\
& +(n-2 k+1) R b_{n-2 k+1}^{(n)}+(n-2 k+1) t^{2} R a_{n-2 k+1}^{(n)}+R / t^{2},
\end{aligned}
\]
where \(k=1,2, \ldots,(n-1) / 2\), if \(n\) is odd, and where \(k=1,2, \ldots, n / 2\), if \(n\) is even (with \(n \geqslant 3\) in either case).

We should like to divide these equations by \(t^{2 k}\) and apply the extended CK theorem to find regular solutions. To do this, however, we must first cancel the inhomogeneities of order \(t^{-2}, t^{0}, \ldots, t^{2 k-2}\) that occur in both equations, since otherwise division by \(t^{2 k}\) would not yield a regular "source." If \(k=1\), it is easy to see that we can always choose \(\dot{\alpha}_{0}^{(n), n-2}\) to cancel the terms of order \(t^{-2}\) in the equation for \(\alpha_{1}^{(n), n-2}\). If \(k \geqslant 2\), then a careful inspection of Eqs. (2.40) reveals that one can always choose the quantities
\[
\begin{array}{ll}
\dot{\alpha}_{i}^{(n), n-2 k}, & l=0,1, \ldots, k-1 \\
\dot{\gamma}_{l}^{(n), n-2 k}, & l=0, \ldots, k-2 \tag{2.41}
\end{array}
\]
in such a way as to cancel the inhomogeneous terms of order \(t^{-2}, \ldots, t^{2 k-4}\) in the \(\alpha_{k}^{(n), n-2 k}\) equations and the corresponding terms of order \(t^{-2}, \ldots, t^{2 k-6}\) in the \(\gamma_{k}^{(n), n-2 k}\) equations.

One first solves for the \(l=0\) coefficients \(\left\{\dot{\alpha}_{0}^{(n), n-2 k}\right.\), \(\left.\dot{\gamma}_{0}^{(n), n-2 k}\right\}\) and then proceeds successively to higher values of \(l\). For all \(k \geqslant 1\), we must still cancel the terms of order \(t^{2 k-2}\) in the \(\alpha_{k}^{(n), n-2 k}\) equations and the terms of order \(t^{2 k-4}\) and \(t^{2 k-2}\) in the \(\gamma_{k}^{(n), n-2 k}\) equations.

Assume for the moment that we can cancel these remaining inhomogeneities (we shall show below how this is accomplished). Then one can apply the extended CK theorem to obtain regular solutions for arbitrary, analytic initial data \(\left.\left\{\alpha_{k}^{(n), n-2 k}, \gamma_{k}^{(n), n-2 k}\right\}\right|_{r=0}\). The analytic quantity \(\dot{\gamma}_{k-1}^{(n), n-2 k}\) would also remain arbitrary at this point. Recalling Eqs. (2.38) we see therefore that the coefficients of \(t^{2 k}\) in \(a_{n-2 k}^{(n)}\) and the coefficients of \(t^{2 k-2}\) and \(t^{2 k}\) in \(b_{n-2 k}^{(n)}\) would remain arbitrary through this stage of the argument.

Returning to the mainstream of the proof we now demand that the coefficients of \((\ln t)^{n-2 k-1}\) in the \(n\) th-order perturbation equations vanish separately. This leads to the equations
\[
\begin{align*}
& t^{2 k}\left(\alpha_{k, t t}^{(n), n-2 k-1}+\frac{1}{t} \alpha_{k, t}^{(n), n-2 k-1}\right)+\sum_{l=0}^{k-1} 4(l-k)^{2} t^{2 l-2} \dot{\alpha}_{l}^{(n), n-2 k-1} \\
& +[2(n-2 k) / t] a_{n-2 k, t}^{(n)}-\left(4 k / t^{2}\right)(n-2 k) a_{n-2 k}^{(n)}+(n-2 k)(n-2 k+1) a_{n-2 k+1}^{(n)} \\
& =t^{2 k}\left\{R \cdot \alpha_{k}^{(n), n-2 k-1}+R t \alpha_{k, t}^{(n), n-2 k-1}+t^{2} R d \gamma_{k+1}^{(n), n-2 k-1}+t^{3} R \gamma_{k+1, t}^{(n), n-2 k-1}\right\} \\
& +\sum_{l=0}^{k-1} t^{2 l} R \cdot \dot{\alpha}_{l}^{(n) n-2 k-1}+\sum_{l=0}^{k-1}(2 l-2 k) t^{2 l} R \dot{\alpha}_{l}^{(n) n-2 k-1}+\sum_{l=0}^{k} t^{2 l} R d \dot{\gamma}_{l}^{(n), n-2 k-1} \\
& +\sum_{l=0}^{k}(2 l-(2 k+2)) t^{2 l} R \gamma_{l}^{(n), n-2 k-1}+(n-2 k) R a_{n-2 k}^{(n)}+(n-2 k) t^{2} R b_{n-2 k}^{(n)}+R / t^{2},  \tag{2.42}\\
& t^{2 k+2}\left(\gamma_{k+1, t t}^{(n), n-2 k-1}+\frac{3}{t} \gamma_{k+1, t}^{(n), n-2 k-1}\right)+\sum_{l=0}^{k-1} 4(l-k)(l-(k+1)) t^{2 l-2} \gamma_{l}^{(n), n-2 k-1} \\
& +2(n-2 k) t b_{n-2 k, t}^{(n)}+(n-2 k)(2-4 k) b_{n-2 k}^{(n)}+(n-2 k)(n-2 k+1) b_{n-2 k+1}^{(n)} \\
& =t^{2 k+2}\left\{R \cdot d \gamma_{k+1}^{(n), n-2 k-1}+R t \gamma_{k+1, t}^{(n), n-2 k-1}+R \cdot \alpha_{k}^{(n), n-2 k-1}+R t \alpha_{k, t}^{(n), n-2 k-1}\right\}+\sum_{l=0}^{k} t^{2 l} R \cdot d \dot{\gamma}_{l}^{(n), n-2 k-1} \\
& +\sum_{l=0}^{k}(2 l-(2 k+2)) t^{2 l} R \dot{\gamma}_{l}^{(n), n-2 k-1}+\sum_{l=0}^{k-1} t^{2 l+2} R \cdot \dot{\alpha}_{l}^{(n), n-2 k-1}+\sum_{l=0}^{k-1}(2 l-2 k) t^{2 l+2} R \dot{\alpha}_{l}^{(n), n-2 k-1} \\
& +(n-2 k) R t^{2} b_{n-2 k}^{(n)}+(n-2 k) R t^{2} a_{n-2 k}^{(n)}+R / t^{2},
\end{align*}
\]
where \(k=1, \ldots,(n-1) / 2\), if \(n\) is odd, and \(k=1, \ldots,(n\) \(-2) / 2\), if \(n\) is even (and \(n \geqslant 3\) in either case).

We should like to divide Eqs. (2.42) by \(t^{2 k}\) and \(t^{2 k+2}\) and apply the extended CK theorem to prove the existence of regular solutions. To do this, however, we must first cancel
the inhomogeneities of order \(t^{-2}, t^{0}, \ldots, t^{2 k-2}\) that occur in the equation for \(\alpha_{k}^{(n), n-2 k-1}\) and the inhomogeneities of order \(t^{-2}, t^{0}, \ldots, t^{2 k}\) that occur in the equation for \(\gamma_{k+1}^{(n), n-2 k-1}\) since otherwise the remaining "source" terms (after division by \(t^{2 k}\) and \(t^{2 k+2}\), respectively) would not be regular. A care-
ful inspection of Eqs. (2.42), however, reveals that we can always choose the quantities
\[
\begin{array}{ll}
\dot{\alpha}_{l}^{(n), n-2 k-1}, & l=0, \ldots, k-1  \tag{2.43}\\
\stackrel{\circ}{\gamma}_{i}^{(n), n-2 k-1}, & l=0, \ldots, k-1
\end{array}
\]
in such a way as to cancel the inhomogeneous terms of order \(t^{-2}, \ldots, t^{2 k-4}\) occurring in both of these equations. One first solves for the quantities \(\left\{\dot{\alpha}_{0}^{(n), n-2 k-1}, \dot{\gamma}_{0}^{(n), n-2 k-1}\right\}\) and then proceeds successively to higher values of \(l\). We must still cancel the inhomogeneities of order \(t^{2 k-2}\) in the equation for \(\alpha_{k}^{(n), n-2 k-1}\) and those of order \(t^{2 k-2}\) and \(t^{2 k}\) in the equation for \(\gamma_{k+1}^{(n), n-2 k-1}\). If we can succeed in canceling these remaining inhomogeneous terms then we shall be able to apply the extended CK theorem to prove the existence of regular solutions of Eqs. (2.42) determined by arbitrary, analytic initial data \(\left.\left\{\alpha_{k}^{(n), n-2 k-1}, \gamma_{k+1}^{(n), n-2 k-1}\right\}\right|_{t=0}\). In addition, the quantities \(\gamma_{k}^{(n), n-2 k-1}\) would also remain arbitrary at this point. Recalling Eqs. (2.38) we thus see that the coefficients of \(t^{2 k}\) in \(a_{n-2 k-1}^{(n)}\) and the coefficients of \(t^{2 k}\) and \(t^{2 k+2}\) in \(b_{n-2 k-1}^{(n)}\) would therefore still remain arbitrary at this stage in the argument.

Now we shall show that one can cancel the remaining troublesome inhomogeneities by appropriately choosing the free data that rests at our disposal. We have yet to cancel the terms of order \(t^{2 k-2}\) in the equation for \(\alpha_{k}^{(n), n-2 k}\) and the terms of order \(t^{2 k-4}\) and \(t^{2 k-2}\) in the equation for \(\gamma_{k}^{(n), n-2 k}\). However, the coefficient of \(t^{2 k-2}\) in the quantity \(a_{n-2 k+2}^{(n)}\), which occurs on the left-hand side of Eq. (2.40) with a constant coefficient, remains at our disposal for \(k \geqslant 1\). We therefore choose this heretofore free data to cancel the remaining singularities in the \(\alpha_{k}^{(n), n-2 k}\) equations. Furthermore, since the coefficients of \(t^{2 k-2}\) and \(t^{2 k}\) in \(b_{n-2 k+1}^{(n)}\) remain at our
disposal for \(k \geqslant 1\), we can choose these in such a way that the terms
\[
(1 / t) b_{n-2 k+1, t}^{(n)}+\left[(1-2 k) / t^{2}\right] b_{n-2 k+1}^{(n)}
\]
which occur on the left-hand side of Eq. (2.40) with a nonzero constant coefficient, cancel the inhomogeneities of order \(t^{2 k-4}\) and \(t^{2 k-2}\) in the \(\gamma_{k}^{(n), n-2 k}\) equation.

Finally, we need to cancel the inhomogeneous terms of order \(t^{2 k-2}\) in the equation for \(\alpha_{k}^{(n), n-2 k-1}\) and those of order \(t^{2 k-2}\) and \(t^{2 k}\) in the equation for \(\gamma_{k+1}^{(n), n-2 k-1}\). However, the coefficient of \(t^{2 k-2}\) in \(a_{n-2 k+1}^{(n)}\) [which occurs with nonvanishing coefficient on the left-hand side of Eq. (2.42)] remains at our disposal. We therefore choose this data to cancel the remaining troublesome singularity in the \(\alpha_{k}^{(n), n-2 k-1}\) equation. Furthermore the coefficients of \(t^{2 k}\) and \(t^{2 k-2}\) in \(b_{n-2 k}^{(n)}\) remain at our disposal. One can choose this (heretofore arbitrary) data in such a way that the quantity \(t b_{n-2 k, t}^{(n)}+(1-2 k) b_{n-2 k}^{(n)}\), which occurs with nonvanishing coefficient on the left-hand side of Eq. (2.42), cancels the singularities of order \(t^{2 k-2}\) and \(t^{2 k}\) in the \(\gamma_{k+1}^{(n), n-2 k-1}\) equation.

\section*{III. SOLVING THE PERTURBED CONSTRAINT EQUATIONS}

\section*{A. Constraints and Bianchi identities}

The Hamiltonian and momentum constraints (written \(\mathscr{H}\) and \(\mathscr{H}_{i}\), respectively) of the usual Arnowitt, Deser, and Misner (ADM) formalism \({ }^{7}\) are given explicitly (in the unprimed coordinate chart) by
\[
\begin{align*}
& \mathscr{H}=t e^{\phi} \sqrt{(2)} g\left\{\frac{1}{4 N^{2}}\left[g^{a c} g^{b d} g_{c d, t} g_{a b, t}-\frac{4}{t} g^{c d} g_{c d, t}-g^{c d} g_{c d, t} g^{e f} g_{e f, t}\right]+\frac{2}{N^{2}}\left(\phi_{, t} \phi_{, t}+\frac{2}{t} \phi_{, t}\right)\right. \\
& \left.+\frac{1}{2} \frac{e^{4 \phi} t^{2}}{N^{2}} g^{c d} \beta_{c, t} \beta_{d, t}-{ }^{(2)} R+2 g^{a b} \phi_{. a} \phi_{. b}+\frac{t^{2} e^{4 \phi} g^{a c} g^{b d}}{4}\left(\beta_{a, b}-\beta_{b, a}\right)\left(\beta_{c, d}-\beta_{d, c}\right)\right\}, \\
& \mathscr{H}_{3}=-\frac{\partial}{\partial x^{a}}\left[\frac{t^{3} \sqrt{(2)} g}{N} e^{4 \phi} g^{a b} \beta_{b, t}\right],  \tag{3.1}\\
& \mathscr{H}_{a}=\beta_{a} \mathscr{H}_{3}-2\left\{\nabla_{b}\left[\frac{\sqrt{2(2)}_{2 N}^{2 N}}{}\left(g^{b d} t g_{a d, t}-t \delta_{a}^{b} g^{c d} g_{c d, t}\right)\right]\right. \\
& \left.-\left(\frac{2 \sqrt{ }{ }^{(2)} g}{N}\right) \phi_{, a}\left(t \phi_{, t}+1\right)+\frac{{\sqrt{ }{ }^{(2)} g}_{N^{2}}^{N}}{N_{, a}}+\frac{1}{2} \frac{t^{3} \sqrt{2}^{(2)} g}{N} e^{4 \phi} g^{b d} \beta_{d, t}\left(\beta_{a, b}-\beta_{b, a}\right)\right\} .
\end{align*}
\]

Here \({ }^{(2)} g=\operatorname{det}\left(g_{a b}\right), g^{a b}\) is the inverse of \(g_{a b}, \nabla_{a}\) is the covariant derivative with respect to \(g_{a b}\), and \({ }^{(2)} R\) is the scalar curvature of this metric.

Equations of motion for the quantities \(\left\{\mathscr{H}, \mathscr{H}_{i}\right\}\) are implied by the Bianchi identity and, when our evolution equations are imposed, take the form \({ }^{8}\)
\[
\begin{aligned}
\frac{\partial \mathscr{H}}{\partial t}+ & \left(\frac{1}{t}-\phi_{, t}+\frac{1}{2} g^{a b} g_{a b, t}\right) \mathscr{H} \\
= & 2 e^{\phi} g^{a b} N_{, b}\left(\mathscr{H}_{a}-\beta_{a} \mathscr{H}_{3}\right) \\
& +e^{\phi} N\left(g^{a b}\left(\mathscr{H}_{a}-\beta_{a} \mathscr{H}_{3}\right)\right)_{, b}
\end{aligned}
\]
\[
\begin{align*}
\frac{\partial \mathscr{H}_{3}}{\partial t} & =0  \tag{3.2}\\
\frac{\partial \mathscr{H}_{a}}{\partial t} & =N_{, a}\left(e^{-\phi \mathscr{H}}\right)+\nabla_{a}\left(N e^{-\phi \mathscr{H}}\right)
\end{align*}
\]

These equations have a slightly different form from those usually presented because we have derived them from a Hamiltonian in which the lapse function \(N\) depends explicitly upon the dynamical variables [through the coordinate condition (2.6) above] and the shift vector is zero. Any regular solution of the evolution equations [Eqs. (2.4) of Ref.

1] that, in addition, satisfies the regularity condition \(\stackrel{\circ}{N}=e^{2 \phi}\) (discussed in Sec. II A above) yields analytic expressions for \(\left\{\mathscr{H}, \mathscr{H}_{i}\right\}\) that, moreover, vanish as \(t \rightarrow 0\). However, the extended CK theorem applies to the system (3.2) and shows that the unique analytic solution of these equations having vanishing initial data is, in fact, identically vanishing. This result was used in proving the basic existence and uniqueness theorem for generalized Taub-NUT space-times given by Theorem (2) of Ref. 1.

\section*{B. Solving the linearized constraint equations}

Recalling the results of Sec. II B let us write the firstorder perturbations of \(\left\{\phi, g_{a b}, \beta_{a}\right\}\) in the form
\(\phi^{(1)}=(\ln t) h^{(1), 1}+h^{(1), 0}, \quad g_{a b}^{(1)}=(\ln t) h_{a b}^{(1), 1}+h_{a b}^{(1), 0}\),
\(\beta_{a}^{(1)}=(\ln t) h_{a}^{(1), 1}+\left(1 / t^{2}\right) h_{a}^{(1), 0}\),
where, as before \(\left\{h^{(1), 1}, h^{(1), 0}, h_{a b}^{(1), 1}, h_{a b}^{(1), 0}, h_{a}^{(1), 1}, h_{a}^{(1), 0}\right\}\) are each analytic and even in \(t\) (i.e., regular). Recalling also Eq. (2.13) we see that the first-order perturbation of the lapse function \(N\) can be written
\[
\begin{equation*}
\delta N=2 N \lambda^{(1)}+\frac{1}{2} N g^{a b} g_{a b}^{(1)} \tag{3.4}
\end{equation*}
\]
where \(\lambda^{(1)}\) is an arbitrary analytic, time-independent function on \(K\).

Linearizing the constraint equations \(\mathscr{H}=\mathscr{H}_{i}=0\) about an arbitrary generalized Taub-NUT background solution and substituting the perturbations (3.3) and (3.4) into the linearized expressions we find that the necessary and sufficient conditions for the vanishing of \(\delta \mathscr{H}\) and \(\delta \mathscr{H}_{i}\) as \(t \rightarrow 0\) are
\[
\begin{align*}
& \left.\left(4 h^{(1), 1}-g^{a b} h_{a b}^{(1), 1}\right)\right|_{t=0}=0, \\
& \left.\left(\frac{\partial}{\partial x^{a}}\left[\frac{2 \sqrt{(2)} g}{N} e^{4 \phi} g^{a b} h_{b}^{(1), 0}\right]\right)\right|_{t=0}=0, \\
& \left\{2 e^{-2 \phi} \sqrt{(2)} g \frac{\partial}{\partial x^{a}}\left(-2 \lambda^{(1)}+2 h^{(1), 0}-\frac{1}{2} g^{c d} h_{c d}^{(1), 0}\right)-\nabla_{b}\left[\frac{\sqrt{ }_{(2)}}{N}\left(g^{b d} h_{a d}^{(1), 1}-\delta_{a}^{b} g^{c d} h_{c d}^{(1), 1}\right)\right]\right. \\
& \left.\quad+\frac{4 \sqrt{(2)} g}{N} \phi_{, a} h^{(1), 1}+\frac{2 \sqrt{(2)} g}{N} e^{4 \phi} g^{b d}\left(\beta_{a, b}-\beta_{b, a}\right) h_{d}^{(1), 0}\right\}\left.\right|_{t=0}=0 . \tag{3.5}
\end{align*}
\]

In fact, conditions (3.5) are actually sufficient to guarantee the vanishing of the linearized constraints \(\left\{\delta \mathscr{H}, \delta \mathscr{H}_{i}\right\}\) for all \(t\) (in the interval of existence of the perturbations). To see this we first consider the terms in \(\left\{\delta \mathscr{H}, \delta \mathscr{H}{ }_{i}\right\}\) that contain the factor \((\ln t)\). The coefficients of this factor are precisely the linearized constraint operators acting on the (regular) quantities \(\left\{h^{(1), 1}, h_{a b}^{(1), 1}, h_{a}^{(1), 1}\right\}\), which occur (as coefficients of \(\ln t\) ) in the perturbations (3.3). However, as we showed in Sec. II B, these quantities are regular solutions of the homogeneous, linearized evolution equations. It follows from linearizing Eqs. (3.2) about a GTN background and applying the extended CK theorem to this system that the linearized constraints (evaluated upon such a regular perturbation) vanish identically if and only if they vanish at \(t=0\). The vanishing at \(t=0\), however, is ensured by the first of the three conditions (3.5) above. Thus the coefficients of \(\ln t\) in the linearized constraints \(\left\{\delta \mathscr{H}, \delta \mathscr{H}_{i}\right\}\) vanish separately (for all \(t\) in the interval of existence of the perturbations) leaving purely analytic expressions for these quantities, which, moreover, vanish at \(t=0\) by virtue of the three conditions (3.5) imposed above. Once again the extended CK theorem may be applied to the linearized form of Eqs. (3.2) to conclude that \(\delta \mathscr{H}\) and \(\delta \mathscr{H}_{i}\) vanish identically on the domain of existence of the perturbations.

Thus the solution of the linearized constraints reduces precisely to the solutions of Eqs. (3.5) that constrain the choice of initial data at \(t=0\). The first of these equations merely fixes the trace of the (heretofore unrestricted) quantity \(\left.h_{a b}^{(1), 1}\right|_{t=0}\) in terms of \(\left.h^{(1), 1}\right|_{t=0}\). The second of Eqs. (3.5) merely requires that the (heretofore unconstrained) one-form \(\left.\left(\left(e^{4 \phi} / N\right) h_{b}^{(1), 0}\right)\right|_{t=0}\) have vanishing divergence
(relative to the metric \(\left.g_{a b}\right|_{t=0}\) ). The third of Eqs. (3.5) can [upon making use of the background regularity condition
\[
\left.N e^{-2 \phi}\right|_{t \rightarrow 0} \rightarrow 1
\]
and the first of Eqs. (3.5)] be reexpressed in the form
\[
\begin{align*}
& \left\{\frac{1}{2} \frac{\hat{g}_{a c}}{\sqrt{(2)} \hat{g}} \hat{\nabla}_{b}\left(\gamma^{b c}\right)-e^{2 \phi} \hat{g}^{b d}\left(\beta_{a, b}-\beta_{b, a}\right) h_{d}^{(1), 0}\right. \\
& \quad-\frac{\partial}{\partial x^{a}}\left(-2 \lambda^{(1)}+h^{(1), 1}+2 h^{(1), 0}\right. \\
& \left.\left.\quad-\frac{1}{2} g^{c d} h_{c d}^{(1), 0}\right)\right\}\left.\right|_{t=0}=0 \tag{3.6}
\end{align*}
\]
where
\[
\begin{align*}
& \gamma^{b c}={\sqrt{ }{ }^{(2)} g}\left(g^{a c} g^{b d} h_{a d}^{(1), 1}-\frac{1}{2} g^{b c} g^{a d} h_{a d}^{(1), 1}\right), \\
& \hat{g}_{a b}=e^{-2 \phi} g_{a b},  \tag{3.7}\\
& \sqrt{(2) \hat{g}}=e^{-2 \phi} \sqrt{(2) g},
\end{align*}
\]
and where \(\hat{\nabla}_{b}\) signifies the covariant derivative with respect \({ }^{\prime \prime}\) to \(\hat{\mathrm{g}}_{a b}\).

The quantity \(\gamma^{a b}\) is a symmetric, traceless tensor density defined on the two-manifold \(K\) (we have suppressed the restriction to \(t=0\) to simplify the notation). Any such field can be uniquely decomposed into \(L^{2}\)-orthogonal summands of the form \({ }^{9,10}\)
\[
\begin{equation*}
\gamma^{a b}=\gamma^{\mu b \mathrm{TT}}+\sqrt{(2)} \hat{\hat{g}}\left(\hat{\nabla}^{a} Y^{b}+\hat{\nabla}^{b} Y^{a}-\hat{g}^{a b} \hat{\nabla}_{c} Y^{c}\right) \tag{3.8}
\end{equation*}
\]
where \(\hat{\nabla}^{b} \equiv \hat{g}^{b c} \hat{\nabla}_{c}\), etc., and where the "transverse traceless" summand \(\gamma^{a b T T}\) satisfies
\[
\begin{equation*}
\hat{g}_{a b} \gamma^{a b \mathrm{TT}}=\hat{\nabla}_{b} \gamma^{a b \mathrm{TT}}=0 \tag{3.9}
\end{equation*}
\]

The vector field \(Y=Y^{a} \partial / \partial x^{a}\) is determined by solving the linear elliptic equation obtained by computing the divergence of Eq. (3.8). By standard linear elliptic methods \({ }^{11}\) one shows that this equation always has a solution unique up to the addition of a conformal Killing field of ( \(K, \hat{g}_{a b}\) ). Since only the conformal Killing form of \(Y\) occurs in Eq. (3.8) the decomposition of \(\gamma^{a b}\) is unique even if \(Y\) is not.

For any compact, orientable Riemannian two-manifold ( \(K, \hat{g}_{a b}\) ) the space of transverse traceless symmetric tensor (densities) is finite dimensional and represents (roughly speaking) the tangent space to Teichmüller space at the point represented by \(\hat{g}_{a b} .{ }^{12}\) In particular if \(K \approx S^{2}\) then \(\gamma^{a b T T}\) vanishes identically, if \(K \approx T^{2}\) then \(\gamma^{a b T T}\) belongs to a twodimensional space, and if \(K\) is diffeomorphic to a manifold of genus \(g \geqslant 2\) then \(\gamma^{a b T T}\) belongs to a \((6 g-6)\)-dimensional space.

Substituting the decomposition (3.8) into the constraint equation (3.6) one gets
\[
\begin{align*}
\left\{\frac{1}{2} \hat{g}_{a c} \hat{\nabla}_{b}\right. & {\left.\left.\left[\sqrt{(2)} \hat{g}^{\left(\hat{\nabla}^{b}\right.} Y^{c}+\hat{\nabla}^{c} Y^{b}-\hat{g}^{b c} \hat{\nabla}_{d} Y^{d}\right)\right]\right\}\left.\right|_{t=0} } \\
= & \left\{e^{2 \phi} \sqrt{(2)} g g^{b d}\left(\beta_{a, b}-\beta_{b, a}\right) h_{d}^{(1), 0}+\sqrt{(2)} \hat{g}\left(-2 \lambda^{(1)}\right.\right. \\
& \left.\left.+h^{(1), 1}+2 h^{(1), 0}-\frac{1}{2} g^{c d} h_{c d}^{(1), 0}\right)_{, a}\right\}\left.\right|_{t=0} \tag{3.10}
\end{align*}
\]

The self-adjoint linear elliptic operator on the left-hand side of this equation has precisely the conformal Killing fields of ( \(K, \hat{g}_{a b}\) ) as its kernel. By standard linear elliptic theory, therefore, Eq. (3.10) has a solution (unique only up to the addition of a conformal Killing field) if and only if the source term on the right-hand side satisfies the integrability conditions
\[
\begin{align*}
& \left.\int_{K}\left\{e^{2 \phi} \sqrt{(2)} g g^{b d} Z^{a}\left(\beta_{a, b}-\beta_{b, a}\right) h_{d}^{(1), 0}\right\}\right|_{t=0} \\
& \quad+\int_{K}\left\{\sqrt { ( 2 ) \hat { g } } ( \hat { \nabla } _ { a } Z ^ { a } ) \left(2 \lambda^{(1)}-h^{(1), 1}\right.\right. \\
& \left.\left.\quad-2 h^{(1), 0}+\frac{1}{2} g^{c d} h_{c d}^{(1), 0}\right)\right\}\left.\right|_{t=0}=0 \tag{3.11}
\end{align*}
\]
for all \(Z=Z^{a} \partial / \partial x^{a}\) such that
\[
\begin{equation*}
\left.\left(\hat{\nabla}^{a} Z^{b}+\hat{\nabla}^{b} Z^{a}-\hat{g}^{a b} \hat{\nabla}_{c} Z^{c}\right)\right|_{t=0}=0 \tag{3.12}
\end{equation*}
\]

Since the transverse (i.e., divergence-free) part of
\[
\left.\left(\left(e^{4 \phi} / N\right) h_{b}^{(1), 0}\right)\right|_{t=0}=\left.\left(e^{2 \phi} h_{b}^{(1), 0}\right)\right|_{t=0}
\]
remains at our disposal along with \(\lambda^{(1)}, h^{(1), 1}\), etc., we can always satisfy the finite number of integrability conditions by imposing the integral conditions in Eq. (3.11) upon this free data.

Solving Eq. (3.10) for \(Y\) uniquely determines the "longitudinal" part of \(\gamma^{a b}\) in the decomposition (3.8) and thus completes the solution of the linearized constraint equations.

\section*{C. Singular gauge transformations and gauge conditions}

In Sec. II A we considered analytic diffeomorphisms of the background space-times generated by vector fields of the form
\[
\begin{equation*}
{ }^{(4)} X=t^{\prime} Y \frac{\partial}{\partial t^{\prime}}+X^{a \prime} \frac{\partial}{\partial x^{a \prime}}+X^{3 \prime} \frac{\partial}{\partial x^{3 \prime}}, \tag{3.13}
\end{equation*}
\]
where ( \(Y, X^{a^{\prime}}, X^{3^{\prime}}\) ) were required to be analytic in ( \(t^{\prime}, x^{a^{\prime}}\) ). Since we are now studying singular perturbations of these same backgrounds we must also consider singular gauge transformations (i.e., infinitesimal space-time diffeomorphisms) since the latter can masquerade as nontrivial singular perturbations. To do this we relax the requirement that ( \(Y, X^{a}, X^{3 \prime}\) ) be nonsingular and demand only that \({ }^{(4)} X\) preserve the coordinate conditions that we have imposed on \({ }^{(4)} g\) throughout.

This requirement leads to the following system of differential equations for the vector field components ( \(Y, X^{a \prime}, X^{3 \prime}\) ):
\[
\begin{align*}
& t Y_{, t}=\frac{2 N}{\sqrt{(2)} g} \frac{\partial}{\partial x^{a}}\left(\frac{\sqrt{(2)} g}{N} X^{a r}\right)+4 \lambda^{(1)}, \\
& X^{a \prime}{ }_{, t}=\left(t N^{2} / 2\right) g^{a b} Y_{, b}  \tag{3.14}\\
& \left(X^{3 \prime}+Y\right)_{, t}=-2 \beta_{a} X^{a \prime},
\end{align*}
\]
where \(\lambda^{(1)}\) is, as before, an arbitrary time-independent analytic function of the \(\left\{x^{a}\right\}\). Since both \(\lambda^{(1)}\) and \(N / \sqrt{(2)} g\) are independent of \(t\) we can time differentiate the first of Eqs. (3.14) and appeal to the second of these equations to reexpress the result as a wave equation for the function \(Y\) :
\[
\begin{equation*}
Y_{, t}+\frac{1}{t} Y_{, t}=\frac{N}{\sqrt{(2)} g} \frac{\partial}{\partial x^{a}}\left(\sqrt{(2)} g N g^{a b} Y_{, b}\right) \tag{3.15}
\end{equation*}
\]

By means of the same techniques developed in Sec. II B we can show that the general solution of Eq. (3.15) (in the analytic case) has the form
\[
\begin{equation*}
Y=(\ln t) y_{0}+y_{1} \tag{3.16}
\end{equation*}
\]
where \(y_{0}\) and \(y_{1}\) are both regular and determined uniquely by their initial values prescribed at \(t=0\).

Substituting the result (3.16) into the second of Eqs. (3.14) and reexpressing the result slightly leads to an equation of the form
\[
\begin{equation*}
X_{, t}^{a,}=t(\ln t) \delta_{(0)}^{a}+t \delta_{(1)}^{a}, \tag{3.17}
\end{equation*}
\]
where \(\delta_{(0)}^{a}\) and \(\delta_{(1)}^{a}\) are both regular. Integrating this one finds that \(X^{a \prime}\) has the form
\[
\begin{equation*}
X^{a \prime}=t^{2}(\ln t) \lambda_{(0)}^{a,}+\lambda_{(1)}^{a,}, \tag{3.18}
\end{equation*}
\]
where \(\lambda_{(0)}^{a,}\) and \(\lambda_{(1)}^{a,}\) are both regular and given explicitly by the formulas
\[
\begin{align*}
& t^{2} \lambda_{(0)}^{a,}=\int_{0}^{t} s \delta_{(0)}^{a}\left(s, x^{b}\right) d s  \tag{3.19}\\
& \lambda_{(1)}^{a \prime}=\int_{0}^{t} s\left(\delta_{(1)}^{a}-\lambda_{(0)}^{a}\right)\left(s, x^{b}\right) d s+\dot{\lambda}_{(1)}^{a,}\left(x^{b}\right)
\end{align*}
\]
where \(\dot{\lambda}_{(1)}^{a}\left(x^{b}\right)\) is arbitrary, analytic initial data for \(\lambda_{(1)}^{a \prime}\) ( and hence for \(X^{a \prime}\) ).

Substituting this result into the third of Eqs. (3.14) and reexpressing the result slightly leads to an equation of the form
\[
\begin{equation*}
\left(X^{3 \prime}+Y\right)_{, t}=t(\ln t) \rho_{(0)}+t \rho_{(1)} \tag{3.20}
\end{equation*}
\]
where \(\rho_{(0)}\) and \(\rho_{(1)}\) are regular. Integrating this as above leads to the expression
\[
\begin{equation*}
X^{3 \prime}+Y=t^{2}(\ln t) \gamma_{(0)}+\gamma_{(1)} \tag{3.21}
\end{equation*}
\]
where \(\gamma_{(0)}\) and \(\gamma_{(1)}\) are regular and given by
\[
\begin{align*}
& t^{2} \gamma_{(0)}=\int_{0}^{t} s \rho_{(0)}\left(s, x^{b}\right) d s \\
& \gamma_{(1)}=\int_{0}^{t} s\left(\rho_{(1)}-\gamma_{(0)}\right)\left(s, x^{b}\right) d s+\dot{\gamma}_{(1)}\left(x^{b}\right) \tag{3.22}
\end{align*}
\]
in which \(\dot{\gamma}_{(1)}\left(x^{b}\right)\) is arbitrary, analytic initial data for \(\gamma_{(1)}\) (and hence for \(X^{3 \prime}+Y\) ).

The wave equation imposed on \(Y\) together with the equation for \(X^{a r}\) suffice to ensure that the quantity
\[
\begin{equation*}
4 \lambda^{(t)}=t Y_{, t}-\frac{2 N}{\sqrt{(2)} g} \frac{\partial}{\partial x^{a}}\left(\frac{{\sqrt{ }{ }^{(2)} g}_{N}^{N}}{} X^{a \prime}\right) \tag{3.23}
\end{equation*}
\]
is indeed independent of \(t\) as required in the first of Eqs. (3.14). Thus we need only evaluate Eq. (3.23) at \(t \rightarrow 0\) to determine the relationship between \(\lambda^{(1)}\) and the free data \(\left\{y_{0}\right.\), \(\left.y_{1}, X^{a \prime}, X^{3 \prime}+Y\right\}\left.\right|_{t=0}\). The result is
\[
\begin{equation*}
4 \lambda^{(1)}=\left.\left\{y_{0}-\left(\frac{2 N}{\sqrt{(2)} g} \frac{\partial}{d x^{a}}\left(\frac{\sqrt{ }_{(2)}}{N} X^{a \prime}\right)\right)\right\}\right|_{t=0} \tag{3.24}
\end{equation*}
\]

Having obtained the general form of a vector field that preserves the assumed coordinate conditions we can compute the induced gauge transformations of the first-order perturbations \(\left\{\phi^{(1)}, g_{a b}^{(1)}, \beta_{a}^{(1)}, \delta N\right\}\). Since these quantities are determined by data prescribed at \(t=0\) it suffices to compute the gauge transformations of this "initial data." Recalling the parametrization of the first-order perturbations given in Eq. (3.3) one finds the induced gauge transformations are given by
\[
\begin{align*}
& \left.\delta h^{(1), 1}\right|_{t=0}=\left.\left(y_{0} / 2\right)\right|_{t=0}, \\
& \left.\delta h^{(1), 0}\right|_{t=0}=\left.\left(\left(y_{1} / 2\right)+\dot{X}^{a \cdot} \phi_{, a}\right)\right|_{t=0}, \\
& \left.\delta h_{a b}^{(1), 1}\right|_{t=0}=\left.\left(g_{a b} y_{0}\right)\right|_{t=0},  \tag{3.25}\\
& \left.\delta h_{a b}^{(1), 0}\right|_{t=0}=\left.\left(g_{a b} y_{1}+\left(\mathscr{L}_{(2) X}, g\right)_{a b}\right)\right|_{t=0}, \\
& \left.\delta h_{a}^{(1), 1}\right|_{t=0}=0,
\end{align*}
\]
and, if we express \(h_{a}^{(1), 0}\) in the form
\[
\begin{equation*}
h_{a}^{(1), 0}=\dot{\gamma}_{a}^{(1), 0}\left(x^{b}\right)+t^{2} \gamma_{a}^{(1), 1} \tag{3.26}
\end{equation*}
\]
where \(\dot{\gamma}_{a}^{(1), 0}\) is analytic and time independent and where \(\gamma_{a}^{(1), 1}\) is regular,
\[
\begin{align*}
& \delta \gamma_{a}^{(1), 0}=0 \\
& \left.\delta \gamma_{a}^{(1), 1}\right|_{t=0}=\left.\left\{\frac{1}{2}\left(X^{3}+Y\right)_{, a}+\left(\mathscr{L}_{a, \dot{X}} \beta\right)_{a}\right\}\right|_{t=0} \tag{3.27}
\end{align*}
\]

Here \(\mathscr{L}_{(2) X}\). designates the Lie derivative with respect to the vector field \(\dot{X}^{a \prime} \partial / \partial x^{a}\).

If, recalling Eq. (3.4), we express the perturbed lapse function as
\[
\begin{equation*}
\delta N=(\ln t) n_{(0)}+n_{(1)} \tag{3.28}
\end{equation*}
\]
then we find that \(n_{(0)}\) and \(n_{(1)}\) undergo the gauge transformations
\[
\begin{align*}
& \left.\delta n_{(0)}\right|_{t=0}=\left.\left(N y_{0}\right)\right|_{t=0} \\
& \left.\delta n_{(1)}\right|_{t=0}=\left.\left(N y_{1}+(N / 2) y_{0}+\mathscr{L}_{(2)} \cdot N\right)\right|_{t=0} . \tag{3.29}
\end{align*}
\]

If we let \(\omega\) represent the linear perturbation of \(\mathrm{Ne}^{-2 \phi}\), i.e.,
\[
\begin{equation*}
\omega=\delta N e^{-2 \phi}-2 N e^{-2 \phi} \phi^{(1)} \tag{3.30}
\end{equation*}
\]
then one can easily show, using the results above, that \(\omega\) undergoes the gauge transformation
\[
\begin{equation*}
\left.\delta \omega\right|_{t=0}=\left.\frac{1}{2} y_{0}\right|_{t=0} \tag{3.31}
\end{equation*}
\]

The foregoing results could be used to impose suitable gauge conditions upon certain of the unconstrained initial data. Rather than pursue that issue here, however, we shall use the above results to study the possible existence of additional Killing fields of the background space-time metric \({ }^{(4)} g\) and the characterization of such Killing fields in terms of the background initial data. The possible occurrence of such extra Killing fields is important for the study of the higherorder perturbations of the constraint equations since it is directly related to the "linearization stability problem" for the constraints as discussed in Refs. 5 and 6.

A vector field \({ }^{(4)} X\) induces gauge transformations of \({ }^{(4)} g\) through Lie differentiation, \(\mathscr{L}^{(4)} X{ }^{(4)} g\). If \({ }^{(4)} X\) is a Killing field of \({ }^{(4)} g\) it thus induces purely vanishing gauge transformations of \({ }^{(4)} g\). From the first of Eqs. (3.25) it follows that a Killing field must have \(\left.y_{0}\right|_{t=0}=0\). However, \(y_{0}\) is uniquely determined (as a regular solution of the wave equation) from \(\left.y_{0}\right|_{t=0}\) and thus, in this case, must vanish identically. This in turn implies \(\delta_{(0)}^{a} \equiv 0\) in Eq. (3.17) and thus that \(\lambda_{(0)}^{a f} \equiv 0\) in Eq. (3.18). Thus \(Y\) and \(X^{a \prime}\) both reduce to regular quantities. This in turn implies that \(\rho_{(0)} \equiv 0\) in Eq. (3.20) and hence that \(\gamma_{(0)} \equiv 0\) in Eq. (3.21). Thus \(X^{3,}+Y\) also reduces to a regular quantity. It follows that any Killing field \({ }^{(4)} X\) of \({ }^{(4)} g\) must take the nonsingular form already considered in Sec . II A. The gauge transformations induced by such a vector field are therefore regular solutions of the linearized evolution equation that vanish identically if and only if they have vanishing initial data. Recalling Eq. (2.9) we thus see that \({ }^{(4)} X\) is a Killing field of \({ }^{(4)} g\) if and only if its initial data \(\{Y\), \(\left.X^{a \prime}, X^{3 \cdot}\right\}\left.\right|_{t=0}\) satisfy
\[
\begin{align*}
& \left.\left\{\frac{1}{2} Y+\mathscr{L}_{(2, X} \cdot \phi\right\}\right|_{t=0}=0, \\
& \left.\left\{\frac{1}{2}\left(X^{3^{\prime}}+Y\right)_{, a}+\left(\mathscr{L}^{(2) X} \cdot \beta\right)_{a}\right\}\right|_{t=0}=0, \\
& \left.\left\{Y g_{a b}+\left(\mathscr{L}_{1^{2} X} \cdot g\right)_{a b}\right\}\right|_{t=0}=0,  \tag{3.32}\\
& \left.\left\{Y N+\mathscr{L}_{(2) X} \cdot N\right\}\right|_{t=0}=0 .
\end{align*}
\]

Since \(\left.\left(N-e^{2 \phi}\right)\right|_{t=0}=0\), the last of these four equations is redundant, being equivalent to the first.

Equations (3.32) always admit the "trivial" solution \(Y=X^{a \prime}=0, X^{3 \prime}=1\), since \({ }^{(4)} X=\partial / \partial x^{3 \prime}\) is always a Killing field of our background space-times. We shall see in Sec. III E, however, that the occurrence or nonoccurrence of "nontrivial" Killing fields plays a key role in the analysis of the higher-order perturbed constraint equations. Roughly speaking, there are no obstructions to solving the higherorder constraint equations unless nontrivial Killing fields of \({ }^{(4)} g\) exist. If such Killing fields do exist then additional integrability conditions must be imposed upon the first-order perturbations in order to proceed to a solution of the higherorder constraint equations. These are simply the "linearization stability" constraints that arise when one attempts to perturb from one (Killing) symmetry class to another (cf. Refs. 5 and 6).

\section*{D. Symplectic structure and canonically conjugate perturbations}

The evolution equations discussed in Sec. II are Hamiltonian, having been derived from an ADM variational principle after a suitable choice of lapse and shift. It follows from general properties of Hamiltonian systems that one can define a symplectic form that yields a conserved, antisymmetric contraction of any pair of solutions of the corresponding linearized equations of motion. This form will be conserved whether or not we choose to impose the linearized constraint equations, provided our perturbations leave the Hamiltonian itself fixed. More precisely, we must require that the function \(\lambda\), occurring in the coordinate condition [cf. Eq. (2.13)]
\[
\begin{equation*}
N / \sqrt{(2)} g=\left.(N / \sqrt{(2)} g)\right|_{\epsilon=0} e^{2 \lambda\left(x^{a}, \epsilon\right)}, \tag{3.33}
\end{equation*}
\]
remain unperturbed from its (vanishing) original value if we wish to have a conserved symplectic form for arbitrary pairs of solutions of the linearized evolution equation. This is so because a nonvanishing variation of \(\lambda\) induces a corresponding variation of the Hamiltonian itself through its induced perturbation of the lapse function.

One can evaluate the symplectic form on any pair of perturbations \({ }^{(4)} h\) and \({ }^{(4)} h^{\prime}\) that satisfy the linearized evolution equations about a given background \({ }^{(4)} g\). Since the resulting quantity, here designated by \(\omega\left({ }^{(4)} h,{ }^{(4)} h^{\prime}\right)\), is conserved, it has a limit as \(t \rightarrow 0\) even for singular perturbations (provided we take \(\lambda^{(1)}=\lambda^{(1) \prime}=0\) in lieu of imposing the linearized constraints).

A lengthy but straightforward evaluation of the symplectic form yields [in the notation of Eqs. (3.3) and (3.26) and taking \(\lambda^{(1)}=\lambda^{(1) \prime}=0\) ]
\[
\begin{align*}
\omega\left({ }^{(4)} h,^{(4)} h^{\prime}\right)= & \int_{K} \frac{\sqrt{ }(2)^{(2)}}{N}\left\{4\left(h^{(1), 0} h^{(1), 1}-h^{(1), 0} h^{(1), 1}\right)+2 e^{4 \phi} g^{a b}\left(\gamma_{a}^{(1), 0} \gamma_{b}^{(1), 1}-\gamma_{a}^{(1), 0} \gamma_{b}^{(1), 1)}\right)\right. \\
& \left.+\frac{1}{2}\left(g^{a c} g^{b d}-g^{a b} g^{c d}\right)\left(h_{a b}^{(1), 0} h_{c d}^{(1), 1,}-h_{a b}^{(1), 0} h_{c d}^{(1), 1}\right)\right\}\left.\right|_{t=0} \tag{3.34}
\end{align*}
\]

If we identify the quantities
\[
\begin{equation*}
\left.\left\{h^{(1), 0}, h_{a b}^{(1), 0}, \gamma_{a}^{(1), 1}\right\}\right|_{t=0} \tag{3.35}
\end{equation*}
\]
as the canonical "coordinates" of the linearized evolution equations (at \(t=0\) ) then their conjugate "momenta" are evidently given by

These two sets of quantities are precisely the free data we found for the general solution of the linearized evolution equations in Sec. II B. The canonical "momenta" provide the coefficients of the singular terms in the general first-order perturbation whereas the canonical "coordinates" yield the regular terms in the perturbation.

If for \({ }^{(4)} h^{\prime}\) we substitute a pure gauge perturbation with parameters \(y_{1}, \gamma_{(1)}=X^{3 \prime}+Y, X^{a \prime} \partial / \partial x^{a}\), and (since we are taking \(\lambda^{(1)}=\lambda^{(1)}=0\) )
\[
\begin{equation*}
\left.y_{0}\right|_{t=0}=\frac{2 N}{\sqrt{(2)} g} \frac{\partial}{\partial x^{a}}\left(\frac{\sqrt{ }_{(2)}}{N} \stackrel{X}{X}^{a \prime}\right) \tag{3.37}
\end{equation*}
\]
then \(\omega\left({ }^{(4)} h,{ }^{(4)} h^{\prime}\right)\) reduces, after some simplification, to
\[
\begin{align*}
& \omega\left({ }^{(4)} h{ }^{(4)} h_{\mathrm{gauge}}\right)=\int_{K}\left\{y_{1} \frac{{\sqrt{ }{ }^{(2)} g}_{2 N}^{2 N}}{}\left(g^{a b} h_{a b}^{(1), 1}-4 h^{(1), 1}\right)+\left(\frac{\gamma_{(1)}}{2}+\beta_{c} \dot{X}^{c r}\right) \nabla_{a}\left[-2 \frac{\sqrt{(2)} g_{N}^{N}}{} e^{4 \phi} g^{a b} h_{b}^{(1), 0}\right]\right. \\
& +\stackrel{\circ}{X}^{a} \cdot\left[e^{-2 \phi \sqrt{(2)} g}\left(g^{b c} h_{b c}^{(1), 0}-4 h^{(1), 0}\right)_{, a}-\left(\frac{2{\sqrt{ }{ }^{(2)} g}_{N}^{N}}{} e^{4 \phi} g^{b c} h_{c}^{(1), 0}\left(\beta_{a, b}-\beta_{b, a}\right)\right)\right. \tag{3.38}
\end{align*}
\]

Comparing this with Eq. (3.5) we see that the gauge parameters are canonically conjugate to the linearized constraints as one should have expected. \({ }^{13}\)

If, of course, as we eventually intend to do, we impose the linearized constraints upon the perturbations, then we can also permit perturbations in the lapse and shift (e.g., permit nonvanishing \(\left.\lambda^{(1)}, \lambda^{(1) \prime}\right)\) and still have a conserved symplectic contraction \(\omega\left({ }^{(4)} h,{ }^{(4)} h^{\prime}\right)\). A more complete statement of this fact, together with a discussion of its geometrical significance, is given in Sec. III A of Ref. 1 and thus need not be repeated here.

\section*{E. Solving the \(n\)th order constraint equations}

It is well known from linearization stability analysis \({ }^{5,6}\) that obstructions to solving the higher-order perturbed constraint equations (on a compact Cauchy surface) arise precisely whenever one attempts to perturb from one (Killing) symmetry class to another. The obstructions take the form of certain second-order integral restrictions upon the first-order perturbations one must impose, in addition to the linearized constraints, in order to be able to continue solving the constraints to higher order. These second-order conditions
are precisely the vanishing of the perturbational conserved quantities associated with the Killing symmetries of the background solution which the perturbation is breaking. If the perturbations considered preserve all the Killing symmetries of the background solution then the second-order conditions are identically satisfied and no obstructions prevent the solution of the constraints to higher order. In particular, if the background has no Killing symmetries at all then obstructions are absent.

Our background solutions all share the Killing symmetry generated by \(Y=\partial / \partial x^{3}\) but, at the same time, our perturbations have all been constrained to preserve that symmetry. Thus we should expect that obstructions to solving the higher-order constraint equations will occur only if our background solution admits some additional "nontrivial" Killing symmetry (generated by one or more Killing fields linearly independent of \(\partial / \partial x^{3}\) ). The necessary and sufficient conditions upon the background data prescribed at \(t=0\) for the occurrence of such additional Killing symmetry were given at the end of Sec. III C above. We shall see explicitly below that the absence of such additional Killing fields is indeed precisely sufficient to exclude obstructions to solving the higher-order constraint equations.

Ordinarily one imagines solving the perturbed constraints on a Cauchy hypersurface of the background spacetime but, for our purposes, it is more desirable to solve them at \(t=0\), the Cauchy horizon of the background. In this respect we shall follow the pattern already developed for the treatment of the evolution equations and the linearized constraint equations.

Suppose for the moment, however, that we have already solved the perturbed constraint equations up through order \(n\) on a Cauchy surface, \(t=t_{0}>0\), of the background. Then Eqs. (3.2) and their perturbations up through order \(n\) may be used successively to prove that the perturbed constraints remain satisfied \(\forall t>0\) such that (in particular) \(t \leqslant t_{0}\). This follows from the uniqueness result in the ordinary CauchyKowalewski theorem and the fact that identically vanishing peturbed constraints are clearly a particular solution with the right initial conditions. Thus the perturbed constraints vanish \(\forall 0<t \leqslant t_{0}\) if and only if they vanish on the Cauchy surface \(t=t_{0}\).

However, for any \(0<k \leqslant n\), we may compute the \(k\) thorder perturbed constraints directly by differentiating the exact expressions (3.1) \(k\) times with respect to \(\epsilon\) and substituting expressions (2.14) and (2.15) [as well as the perturbations of (2.13)] for the fundamental perturbations. Superficially it is clear that these \(k\) th-order perturbations of the constraints will each contain terms proportional to \((\ln t)^{d}\) for each \(l=0,1, \ldots, k\). Contributions to these terms come from both the linear terms in the \(k\) th-order perturbations of the fundamental fields and (for \(k>1\) ) from the nonlinear terms in the lower-order perturbations. A typical term in the \(k\) th-order perturbed constraints has the form \((\ln t)^{l} r / t^{m}\), where \(r\) is analytic in \(t\) and \(x^{a}\). However, it is straightforward to show that such expressions cannot, in fact, vanish on an interval ( \(0<t \leqslant t_{0}\) ) unless the coefficient of each independent logarithmic power vanishes separately. Otherwise one could arrive at a contradiction by first multiplying the perturbed
constraints by a suitable power of \(t\) (to clear the factors in the denominator), then differentiating sufficiently many times with respect to \(t\) and demanding that the resulting expressions have vanishing limits as \(t \rightarrow 0\).

Thus to satisfy the \(k\) th-order constraints we must achieve the vanishing of the coefficient of each logarithmic power, \((\ln t)^{l}\), for \(l=0,1,2, \ldots, k\). However, the only freedom we have to adjust the \(k\) th order perturbation is that of adding an arbitrary solution of the homogeneous (first-order) perturbed evolution equations to any particular solution of the \(k\) th order perturbation equations. But such first-order perturbations contain only the lowest two logarithmic powers of \(t\) (corresponding to \(l=1,0\) ) and thus (entering linearly as they do) contribute only to these two powers of \(\ln t\) in the expressions for the perturbed constraints. Clearly, for \(k \geqslant 2\), there is no freedom to cancel the terms in \((\ln t)^{l}\), for \(l \geqslant 2\). On the other hand, we know, from the Cauchy surface argument given above, that (barring linearization instabilities) it is always possible to solve the \(k\) th-order constraints for arbitrarily large \(k\).

This apparent contradiction is avoided if and only if the terms in \((\ln t)^{l}\) (for \(\left.2 \leqslant l \leqslant k\right)\) vanish automatically as a consequence of the perturbed evolution equations and the perturbed constraint equations (up through order \(k-1\) ) which we assume to have already been imposed. For the same reason the coefficients of the negative powers of \(t\) that multiply \((\ln t)^{l}\), for \(l=1,0\), and that cannot be canceled by adjustment of the free data must also vanish automatically as a consequence of the evolution and lower-order constraint equations. Thus the \(k\) th-order perturbed constraints automatically reduce to expressions involving only the same powers of \((\ln t)\) and of \(t\) as those encountered in the study of the first-order constraints. Any other result would contradict the a priori known solvability of the \(k\) th-order constraint equations.

Since the free data at \(k\) th order has the same form as a first-order perturbation [cf Eq. (3.3)] we shall use the same notation introduced at first order to designate this data. Thus we let \(\left\{\phi^{(1)}, g_{a b}^{(1)}, \beta_{a}^{(1)}\right\}\) represent an arbitrary solution of the first-order (homogeneous) perturbed evolution equations which we may add to any particular solution of the (inhomogeneous) \(k\) th-order equations.

The dominant surviving term in the \(k\) th-order perturbed constraints is one of order \(t^{-1}\) in the Hamiltonian constraint. It takes the form
\[
\begin{equation*}
\left.\left(4 h^{(1), 1}-g^{a b} h_{a b}^{(1), t}\right)\right|_{t=0}=\text { source }, \tag{3.39}
\end{equation*}
\]
where "source" stands generically for an analytic inhomogeneity that arises from the lower-order perturbations. The imposition of this constraint ensures the vanishing of the perturbed Hamiltonian constraint as \(t \rightarrow 0\) and also causes a term proportional to \(\ln t\) in the ( \(k\) th-order) perturbation of \(\mathscr{H}_{a}-\beta_{a} \mathscr{H}_{3}\) to drop out in the limit as \(t \rightarrow 0\). The remaining contributions to the \(k\) th-order constraints can be forced to vanish as \(t \rightarrow 0\) by imposing equations of the form
\(\left.\left(\frac{\partial}{\partial x^{a}}\left[\frac{2 \sqrt{{ }^{(2)} g}}{N} e^{4 \phi} g^{a b} h_{b}^{(1), 0}\right]\right)\right|_{t=0}=\) source,
\[
\begin{align*}
& \left\{\frac{1}{2} \frac{\hat{g}_{a c}}{\sqrt{[2]} \hat{g}} \hat{\nabla}_{b}\left(\gamma^{b c}\right)-e^{2 \phi} \hat{g}^{b d}\left(\beta_{a, b}-\beta_{b, a}\right) h_{d}^{(1), 0}\right.  \tag{3.40}\\
& \left.\quad-\sigma_{, a}\right\}\left.\right|_{t=0}=(\text { source })_{a},
\end{align*}
\]
where
\[
\begin{equation*}
\sigma=\left(-2 \lambda^{(1)}+h^{(1), 1}+2 h^{(1), 0}-\frac{1}{2} g^{c d} h_{c d}^{(1), 0}\right) \tag{3.41}
\end{equation*}
\]
and where \(\hat{g}_{a b}\) and \(\gamma^{a b}\) are defined as in Eq. (3.7). As above, "source" stands for an analytic inhomogeneity arising from the lower-order perturbations. Equations (3.39) and (3.40) are inhomogeneous generalizations of Eqs. (3.5) and (3.6) and are necessary and sufficient for the vanishing of the \(k\) thorder constraints in the limit as \(t \rightarrow 0\).

To show that Eqs. (3.39) and (3.40) are also sufficient for the vanishing of the perturbed constraints for \(t>0\) we appeal to the evolution equations (3.2), which represent the (contracted) Bianchi identities for our system. Since Eqs. (3.2) are linear and homogeneous in \(\left\{\mathscr{H}, \mathscr{H}_{3}, \mathscr{H}_{a}\right\}\), the \(k\) th-order perturbations of these equations yield equations of precisely the same form for the \(k\) th-order perturbed constraints (provided, of course, that the constraints up through order \(k-1\) have already been imposed). In fact, the surviving (analytic) coefficients of ( \(\ln t\) ) in the \(k\) th-order constraints must separately satisfy these same evolution equations since the contributions to the full equations proportional to ( \(\ln t\) ) cannot be canceled [on any interval of the form ( \(0, t_{0}\) ), for example] by the contributions lacking this factor. However, when Eqs. (3.39) and (3.40) are imposed the contributions proportional to \((\ln t)\) vanish in the limit as \(t \rightarrow 0\). Equations (3.2) imply therefore the vanishing of these (analytic) coefficients \(\forall t>0\) just as in the earlier example of purely first-order perturbations.

Thus the \(k\) th-order constraints reduce to purely analytic expressions (all the logarithmic terms and terms involving negative powers of \(t\) having been canceled out) that satisfy Eqs. (3.2) and that, moreover, vanish as \(t \rightarrow 0\). Applying Eqs. (3.2) once again we thus find that the \(k\) th-order perturbed constraints vanish identically (i.e., \(\forall t>0\) within the domain of existence of the background solution).

The only possible obstruction to implementing the above scheme for solving the constraints at \(k\) th order is the possibility that, in fact, Eqs. (3.39) and (3.40) may fail to have solutions. We shall now show that this eventuality never occurs unless the background space-time admits "nontrivial" Killing symmetries.

First of all, Eq. (3.39) is purely algebraic and can always be solved for (say) ( \(\left.g^{a b} h_{a b}^{(1), 1}\right)\left.\right|_{t=0}\) in terms of the remaining quantities. Thus we shall regard the trace of \(\left.\left(h_{a b}^{(1), 1}\right)\right|_{t=0}\) as fixed by Eq. (3.39). To solve the first of Eqs. (3.40) we decompose the vector field
\[
\begin{equation*}
V^{a}=\left.\left(\left(2 e^{4 \phi} / N\right) g^{a b} h_{b}^{(1), 0}\right)\right|_{t=0} \tag{3.42}
\end{equation*}
\]
into \(L^{2}\)-orthogonal summands of the form
\[
\begin{equation*}
V^{a}=V^{a^{T}}+g^{a b} \chi_{, b} \tag{3.43}
\end{equation*}
\]
where \(\nabla_{a} V^{a^{T}}=0\). This decomposition always exists and is unique on the compact Riemannian manifold ( \(K, g_{a b}\) ) by standard linear elliptic analysis (the "Fredholm alterna-
tive"). Substituting this decomposition into the first of Eqs. (3.40) leads to a Poisson equation for the function \(\chi\),
\[
\begin{equation*}
\frac{\partial}{\partial x^{a}}\left({\sqrt{ }{ }^{(2)} g g^{a b}}^{\chi_{b}}\right)=\text { source } . \tag{3.44}
\end{equation*}
\]

Again by standard linear elliptic theory this equation admits a global solution on \(K\) if and only if the source satisfies the integrability condition
\[
\begin{equation*}
\int_{K}(\text { source })=0 . \tag{3.45}
\end{equation*}
\]

However, from the form of the exact constraint \(\mathscr{H}_{3}\) (i.e., the fact that it is a divergence) it is easy to see that the source term will inevitably have the form of a divergence of some vector density constructed from the lower-order perturbations. Therefore the integrability condition (3.45) will automatically be satisfied and thus the "longitudinal part" of \(V^{a}\) can always be chosen [via Eq. (3.44)] in such a way that the first of Eqs. (3.40) is satisfied.

Finally we must solve the second of Eqs. (3.40). We first decompose \(\gamma^{a b}\) (which represents the trace-free part of \(h_{a b}^{(1), 1}\) ) as in Eq. (3.8) and then substitute this decomposition into the constraint equation. The result is a second-order linear elliptic equation for the vector field \(Y^{a} \partial / \partial x^{a}\) of the same form as Eq. (3.10) (but supplemented with the "source" term). This equation admits a solution (unique up to the addition of a conformal Killing field of \(\hat{g}_{a b}\) ) if and only if the inhomogeneous term is \(L^{2}\)-orthogonal to every conformal Killing field of \(\hat{g}_{a b}\). This integrability condition takes the form
\[
\begin{align*}
& \left.\int_{K}\left\{{\sqrt{ }{ }^{(2)} g e^{2 \phi} Z^{a} g^{b d}\left(\beta_{a, b}-\beta_{b, a}\right) h_{d}^{(1), 0}} \quad+\sqrt{(2)} \hat{g} Z^{a} \sigma_{, a}+\sqrt{(2) \hat{g}} Z^{a}(\text { source })_{a}\right\}\right|_{t=0}=0,
\end{align*}
\]
for every \(Z^{a} \partial / \partial x^{a}\) satisfying Eq. (3.12). Reexpressing this somewhat by making use of the background regularity condition \(\left.\left(N / e^{2 \phi}\right)\right|_{t=0}=1\) and (after integration by parts) the first of Eqs. (3.40), one finds the condition
\[
\begin{align*}
0= & \int_{K}\left\{-\left(\sqrt{ }^{(2)} \hat{g} Z^{a}\right)_{, a} \sigma+\sqrt{ }_{(2)}^{\hat{g}} Z^{a}(\text { source })_{a}\right. \\
& \left.-\left(\frac{1}{2} Z^{a} \beta_{a}\right)(\text { source })-\frac{1}{2}\left(\mathscr{L}_{(2)} \beta\right)_{b} V^{b} \sqrt{(2)} g\right\}\left.\right|_{t=0}, \tag{3.47}
\end{align*}
\]
where \(V^{a} \partial / \partial x^{a}\) is defined as in Eq. (3.42). Decomposing ( \(\left.\mathscr{L}_{{ }^{12} z} \beta\right)_{a} d x^{a}\) into \(L^{2}\)-orthogonal summands of the form [cf Eq. (3.43)]
\[
\begin{equation*}
\left(\mathscr{L}_{{ }^{\prime} Z} \beta\right)_{a}=\left(\mathscr{L}_{{ }^{12} \mathrm{Z}} \beta\right)_{a}^{T}+\delta_{, a} \tag{3.48}
\end{equation*}
\]
and substituting this expression into the condition (3.47) one finds, after some further manipulation, the equivalent condition
\[
\begin{align*}
0= & \int_{K}\left\{-\left(\sqrt{(2) \hat{g}} Z^{a}\right)_{a} \sigma+\sqrt{(2)} \hat{g} Z^{a}(\text { source })_{a}\right. \\
& -\left(\frac{1}{2} Z^{a} \beta_{a}\right)(\text { source })-\frac{1}{2} \sqrt{ }^{(2)} g\left(V^{b}\right)^{T}\left(\mathscr{L}_{{ }^{2} 2} Z\right)_{b}^{T} \\
& \left.+\frac{1}{2} \delta(\text { source })\right\}\left.\right|_{t=0} . \tag{3.49}
\end{align*}
\]

At this point \(\left(V^{a}\right)^{T}\) and \(\sigma\) are still completely arbitrary and may always be adjusted to satisfy the (finite number of)
integrability conditions given by Eq. (3.49) unless their coefficients vanish identically. Thus we can always solve the \(k\) th-order constraint equations without obstruction unless both
\[
\begin{equation*}
\left(\sqrt{(2)} \hat{\mathrm{g}} Z^{a}\right)_{a}=0 \tag{3.50}
\end{equation*}
\]
and
\[
\begin{equation*}
\left(\mathscr{L}_{\left.{ }^{(2,}\right]} \beta\right)_{a}=\delta_{, a} \tag{3.51}
\end{equation*}
\]
hold for some conformal Killing field \({ }^{(2)} Z=Z^{a} \partial / \partial x^{a}\) of \(\hat{g}_{a b}\). Equation (3.50) implies that \({ }^{(2)} Z\) must be an actual Killing field of \(\hat{g}_{a b}\). Identifying \({ }^{(2)} Z\) with the vector field \({ }^{(2)} X^{\prime}\) in Eqs. (3.32), setting
\[
\begin{align*}
& \stackrel{\circ}{Y}=-2 \mathscr{L}_{(2)} \neq \\
& \dot{X}^{3 \prime}=-\stackrel{\circ}{Y}-2 \delta, \tag{3.52}
\end{align*}
\]
and recalling that \(\hat{g}_{a b}=e^{-2 \phi} g_{a b}\) and that \(\left.\left(N / e^{2 \phi}\right)\right|_{t=0}=1\), one finds that all of Eqs. (3.32) are satisfied and thus that \(\left\{\stackrel{\circ}{Y}, Z^{\alpha}, \stackrel{\circ}{X^{3 \prime}}\right\}\) are initial data for an additional, "nontrivial" Killing field of \({ }^{(4)} g\).

Thus the integrability conditions for the solution of the \(k\) th-order perturbed constraints are satisfiable (for arbitrary "sources") provided there exist no "nontrivial" Killing fields of \({ }^{(4)} g\). If such Killing fields exist then the source terms appearing in the constraints must be subjected to further conditions of the form
\[
\begin{equation*}
\left.\int_{K}\left\{\sqrt{2}^{(2) \hat{g}} Z^{a}(\text { source })_{a}+\frac{1}{2}\left(\delta-Z^{a} \beta_{a}\right)(\text { source })\right\}\right|_{t=0}=0 \tag{3.53}
\end{equation*}
\]
for each \(Z^{a} \partial / \partial x^{a}\) satisfying Eqs. (3.50) and (3.51). To simplify the analysis we may simply assume that the background metric \({ }^{(4)} g\) has been chosen to have no "nontrivial" Killing symmetries (i.e., no Killing fields independent of \(\partial /\) \(\partial x^{3 \prime}\) ). In this case the integrability conditions (3.49) may always be satisfied with suitable restrictions upon \(\left(V^{a}\right)^{T}\) and \(\sigma\) and the solutions of the perturbed constraints carried out to arbitrarily high order.

\section*{IV. CONCLUDING REMARKS}

In subsequent work we plan to show how one can collect together the "dominant singular terms" from each order of perturbation theory and sum the resultant truncated series to determine what is presumably the asymptotic behavior of the perturbed Einstein space-times near their singular boundaries. A special case of this program has already been carried out for vacuum Gowdy metrics on \(T^{3} \times R\) (which have two spacelike Killing fields rather than only one as in the problem treated here). \({ }^{14,15}\) For the Gowdy problem we found that the asymptotic behavior of the perturbative solutions was governed by certain "geodesic loops" propagating in hyperbolic two-space and that the asymptotic behavior of (say) the Riemann curvature tensor could be evaluated in terms of computations based upon an associated family of approximate (and explicitly computable) "geodesic loop space-times."

The validity of this geodesic loop approximation for Gowdy space-times has been rigorously established for the special case of polarized Gowdy metrics (on \(T^{3} \times R, S^{3} \times R\),
and \(\left.S^{2} \times S^{1} \times R\right)\) by Isenberg and the author \({ }^{16}\) and an infi-nite-dimensional subfamily of unpolarized Gowdy metrics that display the indicated asymptotic behavior has been discovered by Mansfield. \({ }^{17}\) An analogous family of vacuum solutions having only one spacelike Killing field was discussed by the author Ref. 18. In addition, Mansfield has extended the perturbation analysis to the Einstein-Maxwell equations for electrovacuum space-times of the Gowdy symmetry type on \(T^{3} \times R .{ }^{15}\) Chruściel and the author have made significant progress towards a proof of the validity of the geodesic loop approximation for general (i.e., unpolarized) Gowdy metrics but their analysis is not yet complete.

It seems likely that the analog of the geodesic loop approximation, and its implications for the asymptotic behavior of the perturbed generalized Taub-NUT space-times considered here, can be derived from the results of the present paper by the method suggested above. If so, then the asymptotic properties of an extremely large family of singular vacuum space-times (each having only one spacelike Killing field) could be determined by straightforward computations. A powerful check on such an approach would then be provided by the rigorously defined family of singular solutions discussed in Ref. 18 [just as Mansfield's family (cf. Ref. 17) provides a check on the perturbative approach to the Gowdy problem].

What is more, there is no reason to suppose that the methods of the present paper are limited to the study of symmetric perturbations. As a model problem for the study of completely general (nonsymmetric) perturbations of these same (generalized Taub-NUT) backgrounds, the author has recently derived the perturbative solutions (to all orders) for the nonlinear wave equation on such backgrounds. \({ }^{19} \mathrm{He}\) has shown that one can sum the leading-order terms of the full perturbation series for the nonlinear wave equation to derive what is presumably the asymptotic behavior of the general solution of this equation near a cosmological Cauchy horizon of the Taub-NUT type. He has also shown that the asymptotic solutions may be naturally classified into "Lagrangian submanifolds" of an associated asymptotic phase space. This last result is quite analogous to the classification of polarized Gowdy solutions into Lagrangian submanifolds discussed by Isenberg and the author in Ref. 16. A project to extend the results of the present paper to the study of completely general (nonsymmetric) perturbative solutions of Einstein's equations is currently underway.

A further exciting possibility, which was suggested to the author by Cosgrove, is that, at least for the Gowdy metrics problem, one may be able to sum higher-order contributions to the full perturbation series systematically by applying something like the "two-timing" method of conventional applied analysis. \({ }^{20}\) Cosgrove has already sketched such a treatment of the closely related problem of studying singularities in the solutions of the stationary axisymmetric problem near an axis of symmetry. If this method generalizes to the perturbation problem treated in the present paper it promises to yield further significant insights into the nature of the singularities of the perturbative solutions described herein.

The present paper, and the references cited herein, have only touched the surface of the class of general relativistic problems amenable to the higher-order perturbation methods we have developed. It seems quite conceivable that the general solution of Einstein's equations near a cosmological singularity is open to study by a further development of these methods.
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An exact general solution of Einstein's equations for spherically symmetric distribution of a perfect fluid in \(N\) dimensions is presented from which the whole class of spherically symmetric solutions may be obtained. As examples, some particular solutions obtainable from a general solution are presented.

\section*{I. INTRODUCTION}

In view of the recent emergence of superstring theory as the most promising theory developed thus far, having the potential to lead us a step closer toward unification of four forces, studies in higher dimensions have obtained a new importance inspiring a host of workers to enter into this field of study. Already a number of important solutions of Einstein's equation in higher dimensions have been obtained. Yoshimura's \({ }^{1}\) solutions of higher-dimensional Einstein's equations in a vacuum and the work of Koikawa and Yoshimura's \({ }^{2}\) in the presence of matter and Koikawa's \({ }^{3}\) solution and a Schwarzschild-like exterior solution \({ }^{4}\) are a few of them. We have also worked out a solution of Einstein's equation in higher dimensions in the presence of matter. \({ }^{5}\) In the present paper we present an exact general solution of Einstein's equations for spherically symmetric perfect fluids in \(N\) dimensions, from which the whole class of spherically symmetric solutions (both in \(N\) as well as four dimensions) may be obtained. We present some particular solutions in Sec. III. Our work is a higher-dimensional generalization of the work of Berger, Hojman, and Santamarina. \({ }^{6}\)

\section*{II. FIELD EQUATIONS AND THEIR SOLUTION}

We consider the line element in the form
\[
\begin{equation*}
d s^{2}=g^{2}(x) d t^{2}-d x^{2}-r^{2} d \Omega^{2} \tag{1}
\end{equation*}
\]
where \(d \Omega^{2}\) is the line element on a unit \((N-2)\) sphere.
Einstein's field equations with cosmological constants are
\[
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R+\Lambda g_{\mu \nu}=T_{\mu \nu} \tag{2}
\end{equation*}
\]

For a perfect fluid with spherical symmetry the energymomentum tensor is
\[
\begin{equation*}
T_{\mu \nu}=(\rho+P) U_{\mu} U_{v}-P g_{\mu \nu} \tag{3}
\end{equation*}
\]
where \(U^{\mu}=(1 / g) \delta^{\mu}{ }_{0}\) is a unit vector with the flow lines tangent to it.

It may be readily seen that the change of variable
\[
\begin{equation*}
\bar{P}=P-\Lambda, \quad \bar{\rho}=\rho+\Lambda \tag{4}
\end{equation*}
\]
transforms Eqs. (2) into an equivalent system with \(\Lambda=0\). Therefore twirls can now be dropped, keeping in mind that the \(\Lambda \neq 0\) case is already included.

The field equations for the metric (1) are given by
\((N-2)\left(r^{\prime \prime} / r\right)-\left[(N-2)(N-3) / 2 r^{2}\right]\left(1-r^{2}\right)=-\rho\),
\[
\begin{equation*}
(N-2)\left(g^{\prime} r^{\prime} / g r\right)-\left[(N-2)(N-3) / 2 r^{2}\right]\left(1-r^{\prime 2}\right)=P \tag{6}
\end{equation*}
\]
\[
\frac{g^{\prime \prime}}{g}+\frac{(N-3) g^{\prime} r^{\prime}}{g r}+(N-3) \frac{r^{\prime \prime}}{r}
\]
\[
\begin{equation*}
-\frac{(N-3)(N-4)}{2 r^{2}}\left(1-r^{2}\right)=P \tag{7}
\end{equation*}
\]
and the equation of hydrostatic equilibrium is
\[
\begin{equation*}
(\rho+P)\left(g^{\prime} / g\right)+P^{\prime}=0 \tag{8}
\end{equation*}
\]
where the primes denote differentiations with respect to \(x\).
Multiplying Eq. (5) by \(r^{N-2} r^{\prime}\) and integrating over \(x\) one obtains
\[
\begin{equation*}
r^{\prime 2}=1-2 m(r) / r^{N-3} \tag{9}
\end{equation*}
\]
where
\[
\begin{equation*}
\frac{d m}{d r}=\frac{\rho r^{N-2}}{(N-2)} \tag{10}
\end{equation*}
\]

Using Eqs. (8) and (9) in (6) we obtain
\[
\begin{gather*}
\left(r^{N-3}-2 m\right)\left[\frac{(N-2)(N-3)}{2 r^{N-1}}\right. \\
\left.-\frac{(N-2)}{r^{N-2}} \frac{d p}{d r} \frac{1}{(\rho+P)}\right] \\
=P+\frac{(N-2)(N-3)}{2 r^{2}} \tag{11}
\end{gather*}
\]

We now define a function \(G\) as
\[
\begin{equation*}
G=-\frac{\left(r^{N-3}-2 m\right)}{P+(N-2)(N-3) / 2 r^{2}} . \tag{12}
\end{equation*}
\]

Equation (11), when expressed in terms of \(G\), takes the form
\[
\begin{align*}
& r^{3} G\left[\frac{G(N-2)(N-3)}{2}-r^{N-1}\right] \frac{d p}{d r}+p r^{3} \\
& \quad \times\left[\frac{G(N-2)(N-3)}{2}+r^{N-1}\right]\left(\frac{d G}{d r}+\frac{2 r^{N-2}}{N-2}\right) \\
& \quad+\left[\frac{G(N-2)(N-3)}{2}+r^{N-1}\right]\left[(N-3) r^{N-1}\right. \\
& \left.\quad+\frac{r(N-2)(N-3)}{2} \frac{d G}{d r}-G(N-2)(N-3)\right]=0 . \tag{13}
\end{align*}
\]

This equation can be integrated for \(p(r)\) if \(G(r)\) is a given function,
\[
\begin{align*}
p(r)= & \exp \int \frac{\left[r^{N-1}+G(N-2)(N-3) / 2\right]}{G\left[r^{N-1}-G(N-2)(N-3) / 2\right]}\left(\frac{d G}{d r}+\frac{2 r^{N-2}}{N-2}\right) d r \\
& \times\left\{K-\int\left[\frac{\left\{G(N-2)(N-3) / 2+r^{N-1}\right\}\left\{(N-3) r^{N-1}+r(N-2)(N-3) / 2(d G / d r)-G(N-2)(N-3)\right\}}{G r^{3}\left\{G(N-2)(N-3) / 2-r^{N-1}\right\}}\right.\right. \\
& \left.\left.\times \exp \int \frac{\left\{r^{N-1}+G(N-2)(N-3) / 2\right\}\left[d G / d r+2 r^{N-2} /(N-2)\right]}{G\left\{G(N-2)(N-3) / 2-r^{N-1}\right\}} d r\right] d r\right\}, \tag{14}
\end{align*}
\]
where \(K\) is an integration constant.
The function \(\rho(r)\) can be obtained with the help of (10):
\[
\begin{align*}
\rho(r)= & \frac{(N-2)}{2 r^{N-2}}\left[(N-3) r^{N-4}+G \frac{d p}{d r}+\frac{d G}{d r} p\right. \\
& \left.-\frac{(N-2)(N-3) G}{r^{3}}+\frac{(N-2)(N-3)}{2 r^{2}} \frac{d G}{d r}\right] \tag{15}
\end{align*}
\]
where \(p(r)\) is given by (14).
The metric coefficient \(g\) can be found by direct integration of (8) and using (11) and (12),
\[
\begin{align*}
g^{2}(x) & =g_{0}^{2} \exp \left[-2 \int \frac{d p / d r}{(\rho+P)} d r\right] \\
& =g_{0}^{2} \frac{1}{r^{N-3}} \exp \left[-\int \frac{2 r^{N-2}}{(N-2) G} d r\right] . \tag{16}
\end{align*}
\]

To complete the integration we can recover the link between the metric coefficient \(r\) and the original variable \(x\) from Eq. (9),
\[
\begin{equation*}
x=\int \frac{d r}{\sqrt{1-2 m / r^{N-3}}} . \tag{17}
\end{equation*}
\]

\section*{III. DERIVATION OF PARTICULAR SOLUTIONS}

\section*{A. Schwarzschild-like exterior solution}

To obtain the Schwarzschild-like vacuum solution, \({ }^{4}\) on the basis of the above theory, we choose
\[
\begin{equation*}
G(r)=-\left[2 r^{2} /(N-2)(N-3)\right]\left(r^{N-3}-2 M\right), \tag{18}
\end{equation*}
\]
where \(M\) is a constant and \(K=0\).
Under such conditions we have
\[
\begin{gather*}
(N-3) r^{N-1}+\frac{r(N-2)(N-3)}{2} \frac{d G}{d r} \\
-G(N-2)(N-3)=0 \tag{19}
\end{gather*}
\]
and consequently
\[
\begin{equation*}
p(r)=0 . \tag{20}
\end{equation*}
\]

Equations (14), (19), and (20) then lead to
\[
\begin{equation*}
\rho(r)=0 . \tag{21}
\end{equation*}
\]

Comparing Eqs. (12) and (18) we obtain
\[
m(r)=M .
\]

Equation (17) can thus be written as
\[
\begin{equation*}
d x^{2}=\frac{d r^{2}}{1-2 M / r^{N-3}} . \tag{22}
\end{equation*}
\]

Finally, from Eq. (16),
\[
\begin{equation*}
g^{2}(r)=g_{0}^{2}\left(1-2 M / r^{N-3}\right) \tag{23}
\end{equation*}
\]

Equation (23) represents the Schwarzschild-like exterior solution in higher dimensions.

\section*{B. Interior Krori-Borgohain-Das solution}

Now we derive an interior Schwarzschild-like solution in \(N\) dimensions recently obtained by us. \({ }^{5}\) For this we choose \(G\) in the form
\[
\begin{equation*}
G(r)=-\frac{2 r^{N-1}}{(N-2)(N-3)} \frac{\left[A_{0} \sqrt{1-r^{2} / R^{2}}-B_{0}\left(1-r^{2} / R^{2}\right)\right]}{\left[A_{0} \sqrt{1-r^{2} / R^{2}}-B_{0}\left\{1-(N-1) r^{2} /(N-3) R^{2}\right\}\right]}, \tag{24}
\end{equation*}
\]
where
\[
\begin{equation*}
1 / R^{2}=2 \rho /(N-1)(N-2) \tag{25}
\end{equation*}
\]
and \(A_{0}, B_{0}\), and \(R\) are constants.
Putting \(K=0\) in the expressions (14) for \(p(r)\), it is found after some calculation that
\(p(r)=\frac{(N-2)}{2 R^{2}}\left[\frac{(N-1) B_{0} \sqrt{1-r^{2} / R^{2}}-(N-3) A_{0}}{A_{0}-B_{0} \sqrt{1-r^{2} / R^{2}}}\right]\).
Also, Eq. (15) gives
\[
\begin{equation*}
\rho=(N-1)(N-2) / 2 R^{2} . \tag{26}
\end{equation*}
\]

Finally Eqs. (16) and (17) give
\[
g^{2}(r)=g_{0}^{2}\left(A_{0}-B_{0} \sqrt{1-r^{2} / R^{2}}\right)^{2}
\]
and
\(p(r)=\frac{(N-3)[(A / 2)(N-2)(N-3)+1]^{2}}{r^{2}[2 A\{(A / 2)(N-2)(N-3)-1\}-\{(A / 2)(N-2)(N-3)+1\}\{[A(N-1)(N-2)+2] /(N-2)\}]}\)
and
\[
\begin{align*}
\rho(r)= & \frac{(N-2)(N-3)}{2 r^{2}}\left\{\frac{A}{2}(N-2)(N-3)+1\right\} \\
& \times\left[1+\frac{A\{(A / 2)(N-2)(N-3)+1\}}{2 A\{(A / 2)(N-2)(N-3)-1\}-\{(A / 2)(N-2)(N-3)+1\}\{[A(N-1)(N-2)+2] /(N-2)\}}\right] . \tag{32}
\end{align*}
\]

The pressure and density are positive when
\[
\begin{equation*}
A^{2}(1-N)(N-2)^{2}(N-3)>4 A(N-2)(N-1)+4 \tag{33}
\end{equation*}
\]
and
\(1+\frac{A}{2}(N-2)(N-3)\)
\[
\begin{equation*}
>\frac{-A[1+(A / 2)(N-2)(N-3)]^{2}}{[2 A\{(A / 2)(N-2)(N-3)-1\}-\{(A / 2)(N-2)(N-3)+1\}\{[A(N-1)(N-2)+2] /(N-2)\}]} . \tag{34}
\end{equation*}
\]

The equation of state is given by \(p=(\gamma-1) \rho\), where
\(\gamma=\frac{2\{(A / 2)(N-2)(N-3)+1\}+3 A^{2}(N-2)^{2}(N-3)-A(N-2)-\{(A / 2)(N-2)(N-3)+1\}\{A(N-1)(N-2)+2\}}{(N-2)\left[3 A^{2}(N-2)(N-3)-A-\{(A / 2)(N-2)(N-3)+1\}\{[A(N-1)(N-2)+2] /(N-2)\}\right]}\).

It can be seen that for suitable values of the parameter \(A\), the conditions (33)-(35) are satisfied and the solution describes a physical configuration. A possible range for values of \(A\), i.e., \(-1 \leqslant A \leqslant-0.34\) when \(N=4\) (that is, the fourdimensional case). In this case, the values of \(\gamma=1.6\) for \(A=-0.4\). Finally, Eqs. (16) and (17) give us
\[
\begin{equation*}
g^{2}(r)=g_{0}^{2} r^{-(N-3)-2 / A(N-1)} \tag{36}
\end{equation*}
\]
and
\[
\begin{equation*}
d x^{2}=\frac{d r^{2}}{1-2 m / r^{N-3}} \tag{37}
\end{equation*}
\]

\section*{D. A composite solution}

The solution obtained in Sec. III C is not free from singularity at the center and hence such a solution cannot form the core of a physical structure. Also the condition of vanishing of pressure at the boundary of configuration described by our solution in Sec. III C leads to a situation where pressure
and density become zero for all values of \(r\). Hence such a solution cannot also be used to describe the outermost layer of a composite structure. However, such a solution can form an intermediate layer of a composite system. As an illustration here we consider a composite sphere with a core of radius \(r_{1}\), described by a solution given by us (KBD) in Sec. III B, an intermediate layer of internal and external radii \(r_{1}\) and \(r_{2}\), respectively, given by our solution in Sec. III C, and another outer layer of internal and external radii \(r_{2}\) and \(a\), respectively, described by a KBD-type solution.

Continuity of metric coefficients at \(r=r_{1}\) gives us
\[
\begin{equation*}
r_{1}^{-(N-3) / 2-1 / A(N-1)}=C-D \sqrt{1-r_{1}^{2} / R_{1}^{2}} \tag{38}
\end{equation*}
\]
and
\[
\begin{equation*}
r_{1}^{N-1}=2 m R_{1}^{2} . \tag{39}
\end{equation*}
\]

Also, continuity of pressure at the same internal boundary gives
\[
\begin{align*}
& \frac{(N-3)[(A / 2)(N-2)(N-3)+1]^{2}}{r_{1}^{2}[2 A\{(A / 2)(N-2)(N-3)-1\}-\{(A / 2)(N-2)(N-3)+1\}\{[A(N-1)(N-2)+2] /(N-2)\}]} \\
& \quad=\frac{(N-2)}{2 R_{1}^{2}}\left[\frac{(N-1) D \sqrt{1-r_{1}^{2} / R_{1}^{2}}-(N-3) C}{C-D \sqrt{1-r_{1}^{2} / R_{1}^{2}}}\right] . \tag{40}
\end{align*}
\]

Equations (38)-(40) express the parameters \(C, D\), and \(R_{1}\), respectively, of the core, in terms of parameters of the intermediate shell.

Also at the boundary \(r=r_{2}\), the continuity of metric coefficients and pressure gives us
\[
\begin{equation*}
r_{2}^{-(N-3) / 2-t / A(N-1)}=E-F \sqrt{1-r_{2}^{2} / R_{2}^{2}} \tag{41}
\end{equation*}
\]
and
\[
\begin{equation*}
r_{2}^{N-1}=2 m R_{2}^{2} \tag{42}
\end{equation*}
\]

Also,
\[
\begin{align*}
& \frac{(N-3)[(A / 2)(N-2)(N-3)+1]^{2}}{r_{2}^{2}[2 A\{(A / 2)(N-2)(N-3)-1\}-\{(A / 2)(N-2)(N-3)+1\}\{[A(N-1)(N-2)+2] /(N-2)\}]} \\
& \quad=\frac{(N-2)}{2 R_{2}^{2}}\left[\frac{(N-1) F \sqrt{1-r_{2}^{2} / R_{2}^{2}}-(N-3) E}{E-F \sqrt{1-r_{2}^{2} / R_{2}^{2}}}\right], \tag{43}
\end{align*}
\]
where \(E, F\), and \(R_{2}\) are the counterparts of \(C, D\), and \(R_{1}\), respectively, in the outermost layer of the composite structure.

Again, at the outermost boundary of the composite structure, i.e., at \(r=a\), the continuity of metric coefficients gives us
\[
\begin{equation*}
\left[E-F \sqrt{1-a^{2} / R_{2}^{2}}\right]^{2}=1-2 M / a^{N-3} \tag{44}
\end{equation*}
\] and
\[
\begin{equation*}
a^{N-1}=2 M R_{2}^{2} \tag{45}
\end{equation*}
\]

The pressure at \(r=a\) is zero. Hence we obtain
\(F D \sqrt{1-a^{2} / R_{2}^{2}}=[(N-3) /(N-1)] E\).
The mass of the configuration is given by
\[
\begin{equation*}
M=a^{N-1} / 2 R_{2}^{2} . \tag{47}
\end{equation*}
\]
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\begin{abstract}
The generators of Killing vector and tensor geodesic conservation laws are derived. It is shown that the generator of a Killing vector conservation law coincides with the Killing field itself. For Killing tensors the generators are not space-time vector fields but rather depend on the geodesic tangent vector and therefore lie in a jet space of the geodesic equations. By regarding the metric as a field on the one-jet space of the geodesic equations, the action of the Killing tensor generators on the metric can be defined in a natural way. It is found that the metric is not invariant under Killing tensor symmetries. This happens because the Killing tensor symmetries, unlike the Killing vector symmetries, are divergence symmetries.
\end{abstract}

\section*{I. INTRODUCTION}

Killing tensors were for a long time regarded as rather mysterious objects. Associated with quadratic geodesic constants of the motion, a geometrical interpretation in terms of symmetries, like that for Killing vectors, was lacking until recently. Although some authors were aware that Killing tensor constants of the motion corresponded to symmetries of the geodesic equations (see, e.g., the papers on separation of variables by Benenti and Francaviglia \({ }^{1}\) and Kalnins and Miller \({ }^{2}\) and references therein), the first explicit identification of the symmetries corresponding to Killing tensors was made by Prince and Crampin \({ }^{3,4}\) using a projective action formalism. In this paper we use the standard modern approach to Lie symmetries given in Olver \({ }^{5}\) to analyze the geodesic equations. In that picture little more than elementary differential geometry is used, leading to a more transparent view of the geodesic symmetries. It then becomes obvious that the Killing vector symmetries are point symmetries of the geodesic equations while the Killing tensor symmetries are generalized symmetries (Lie-Bäcklund symmetries), i.e., they depend on the derivatives of the dependent variables in a nontrivial way. Furthermore, the Killing vector symmetries do not depend on the affine parameter. It is this property together with their point character that makes it possible to interpret them as space-time symmetries.

In the projective formalism of Prince and Crampin, the projective action of the Killing tensor symmetry on the metric vanishes. We show that there is a natural way to define an action of the Killing tensor symmetry on the metric. This follows since the Killing tensor symmetries, like the Killing vector symmetries, do not involve the affine parameter. Therefore the metric can be regarded as a field on the one-jet space of the geodesic equations, i.e., the space where the (prolonged) geodesic symmetries live. It then turns out that the action of the Killing tensor symmetry on the metric does not vanish, a result that at first sight would seem to contradict the result of Prince and Crampin. The basic reason for this action not to vanish is that the Killing tensor symmetry, unlike the Killing vector symmetry, is a divergence symmetry. However, the action vanishes "on shell," i.e., on solutions of the geodesic equations, a fact that can account for the result of Prince and Crampin.

\section*{II. THE GEODESIC EQUATIONS AND KILLING CONSTANTS OF THE MOTION}

We shall use Lie's theory of symmetries of differential equations in the form given by Olver \({ }^{5}\) (also see Rosquist \({ }^{6}\) for a discussion in a general relativistic context). The geodesic equations constitute a system of ordinary differential equations given by
\(G^{a} \equiv x^{\prime \prime a}+\Gamma_{b c}^{a} x^{b} x^{\prime c}=0, \quad x^{\prime a} \equiv \frac{d x^{a}}{d \lambda}\),
where \(U^{a} \equiv x^{\prime a}\) are the components of the geodesic tangent vector \(U\). The independent variable is \(\lambda\) and the four (in four space-time dimensions) dependent variables are \(\boldsymbol{x}^{a}\). The spaces of independent and dependent variables are denoted by \(\mathscr{P}\) and \(\mathscr{U}\), respectively. Point symmetries involve coupled transformations of the independent and dependent variables, i.e., transformations of the product space \(\mathscr{P} \times \mathscr{U}\). To handle transformations of the derivatives up to the \(n\)th order one needs the \(n\)th order jet space, \(\mathscr{Z} \times \mathscr{U}^{\circ} \times \mathscr{U}_{1} \times \cdots \times \mathscr{U}_{n}\), where \(\mathscr{U}_{k}\) is the one-dimensional space with coordinate \(d^{k} x / d \lambda^{k}\). The general form of a point symmetry of the geodesic equations is
\[
\begin{equation*}
\mathbf{v}=\psi \frac{\partial}{\partial \lambda}+\phi^{a} \frac{\partial}{\partial x^{a}}, \tag{2}
\end{equation*}
\]
where \(\psi\) and \(\phi^{a}\) are functions of \(\lambda\) and \(x^{a}\). In general, a symmetry \(\mathbf{v}\) cannot be interpreted as a space-time vector field. Such an interpretation is only possible when \(\psi=0\) and \(\phi^{a}\) is a function only of \(x^{a}\). For generalized symmetries \({ }^{5} \psi\) and \(\phi^{a}\) also depend on the derivatives \(x^{\prime a}, x^{\prime \prime a}\), etc. Any symmetry is equivalent to its evolutionary representative, \(v=Q^{a} \partial / \partial x^{a}\), where
\[
\begin{equation*}
Q^{a} \equiv \equiv \phi^{a}-x^{\prime a} \psi \tag{3}
\end{equation*}
\]
is the characteristic of the symmetry.
The geodesic equations can be derived from the Lagrangian
\[
\begin{equation*}
L=\frac{1}{2} g_{a b} x^{\prime a} x^{\prime B} . \tag{4}
\end{equation*}
\]

The Euler operator is
\[
\begin{equation*}
\mathbf{E}_{a}=D_{\lambda} \frac{\partial}{\partial x^{\prime a}}-\frac{\partial}{\partial x^{a}}, \tag{5}
\end{equation*}
\]
where \(D_{\lambda}\) is the total derivative \({ }^{5}\) given by
\[
\begin{equation*}
D_{\lambda}=\frac{\partial}{\partial \lambda}+x^{\prime a} \frac{\partial}{\partial x^{a}}+x^{\prime \prime a} \frac{\partial}{\partial x^{\prime a}}+\cdots . \tag{6}
\end{equation*}
\]

The sum is formally infinite but the total derivative is only applied to functions that depend on a finite number of derivatives, so only a finite number of terms are needed in any given situation. A short calculation yields the Euler-Lagrange equations
\[
\begin{equation*}
\mathbf{E}_{a}(L)=g_{a b} G^{b} . \tag{7}
\end{equation*}
\]

Now let \(\xi^{a}\) be a Killing vector field and \(\nabla_{U}\) the covariant derivative along the geodesic. Then
\[
\begin{equation*}
\nabla_{U}\left(\xi_{a} U^{a}\right)=\xi_{a ; b} U^{b} U^{a}+\xi_{a} U_{; b}^{a} U^{b}=0 . \tag{8}
\end{equation*}
\]

The two terms between the equality signs vanish separately. This is the usual relativistic calculation showing that \(\xi_{a} U^{a}\) is a constant of the motion for the geodesic. The corresponding (but different) calculation using the total derivative is
\[
\begin{align*}
& D_{\lambda}\left(\xi_{a} x^{\prime a}\right) \\
& \quad=\left(D_{\lambda} \xi_{a}\right) x^{\prime a}+\xi_{a} D_{\lambda} x^{\prime a}=\xi_{a, b} x^{\prime a} x^{\prime b}+\xi_{a} x^{\prime \prime a} \\
& \quad=\Gamma_{a b}^{c} \xi_{c} x^{\prime a} x^{\prime b}+\xi_{a} x^{\prime \prime a}=\xi_{a} G^{a}=\xi^{a} \mathbf{E}_{a}(L) \tag{9}
\end{align*}
\]
where we have used the Killing equation \(\xi_{(a, b)}=\Gamma_{a, b}^{c} \xi_{c}\) and \(G^{a}=g^{a b} \mathbf{E}_{b}\) (L) from Eq. (7). Note that the two terms after the first equality sign do not vanish separately. The characteristic form of a conservation law is Div \(P=Q \cdot \mathbf{E}(L)\), where \(P\) is the conserved quantity and \(\mathrm{Div}=D_{\lambda}\) since \(\mathscr{X}\) is one dimensional. Hence we conclude that \(\xi^{a}\) is the characteristic corresponding to the constant of the motion \(\xi_{a} x^{\prime a}\). The symmetry generator is therefore \(\mathrm{v}=\xi^{a} \partial / \partial x^{a}\) and coincides with the Killing field itself. Thus the Killing vector fields plays two roles. It generates both a space-time symmetry and a symmetry of the geodesic equations.

For a geodesic symmetry of the form \(\mathbf{v}=\phi^{a} \partial / \partial x^{a}\), where \(\phi^{a}\) does not depend on \(\lambda\), it is possible to define a natural action on the metric by regarding the metric as a field on the one-jet space of the geodesic equations according to
\[
d s^{2}=g_{a b} x^{\prime a} x^{\prime b} d \lambda^{2}=2 L d \lambda^{2}
\]
where \(d \lambda^{2}\) is treated as a constant. Thus the metric coincides with the Lagrangian in this interpretation (up to a numerical factor). The action of a symmetry on the Lagrangian is given by \(\operatorname{pr} \mathbf{v}(L)\), where \(\operatorname{pr} \mathbf{v}\) is the (first) prolongation of \(\mathbf{v}\),
\[
\begin{equation*}
\operatorname{pr} \mathbf{v}=\mathbf{v}+\phi^{(1) a} \frac{\partial}{\partial x^{\prime a}} \tag{10}
\end{equation*}
\]
where \(\phi^{(1)}\) is the first prolongation coefficient given by
\[
\begin{equation*}
\phi^{(1) a}=D_{\lambda} \phi^{a}=\phi_{, b}^{a} x^{\prime b} . \tag{11}
\end{equation*}
\]

The prolonged action on the Lagrangian by \(\mathbf{v}=\phi^{a} \partial / \partial x^{a}\) is then calculated as
\[
\begin{align*}
& \operatorname{prv}(L) \\
& \quad=\frac{1}{2} \operatorname{prv}\left(g_{a b}\right) x^{\prime a} x^{\prime b}+g_{a b} x^{\prime a} \operatorname{prv}\left(x^{\prime b}\right) \\
& \quad=\frac{1}{2}\left(\phi^{c} g_{a b, c}+2 g_{a c} \phi^{c}, b\right) x^{\prime a} x^{\prime b}=\frac{1}{2}\left(£_{\mathrm{v}} g_{a b}\right) x^{\prime a} x^{\prime b} \tag{12}
\end{align*}
\]
where \(£_{v}\) is the Lie derivative with respect to \(v\). If \(\phi^{a}\) are the components of a Killing vector field, then \(£_{\mathrm{v}} g_{a b}=0\) leading
to \(\operatorname{pr} \mathbf{v}(L)=0\). In general, the criterion for a symmetry \(\mathbf{v}=Q^{a} \partial / \partial x^{a}\) to be a variational symmetry is \(\operatorname{pr} \mathbf{v}(L)\) \(=\operatorname{Div} B\) for some function \(B\) on some (finite-order) jet space. Symmetries with \(B \neq 0\) are divergence symmetries. Thus the Killing vector symmetry is a nondivergence symmetry. The action on the metric becomes
\[
\begin{equation*}
\operatorname{pr} \mathbf{v}\left(d s^{2}\right)=\left(£_{v} g_{a b}\right) d x^{a} d x^{b} \tag{13}
\end{equation*}
\]
which shows that \(\operatorname{pr} \mathbf{v}\left(d s^{2}\right)=0\) for a Killing vector symmetry.

It is the nondivergence property that makes the Killing vector symmetries especially useful for the solution generating methods of general relativity. The approach there is to look for invariances of a "decoupled" part of the total Lagrangian (see, e.g., Kramer et al \({ }^{7}\) ). By restricting attention to nondivergence symmetries only the decoupled variables come into play.

The general criterion for a geodesic symmetry (variational or nonvariational) is that \(\mathrm{pr} \mathbf{v}\left(G^{a}\right)\) vanishes on shell. Here prv stands for the second prolongation of \(\mathbf{v}\). For a symmetry involving derivatives up to the first order, an equivalent condition is that
\[
\operatorname{pr} \mathbf{v}\left(G^{a}\right)=\left(P^{(0) a}{ }_{b}+P^{(1) a}{ }_{b} D_{\lambda}\right) G^{b}
\]
for some jet space functions \(P_{b}^{(0) a}\) and \(P^{(1) a}\). Prince and Crampin only allowed for a right-hand side proportional to \(G^{a}\), which seems to be overly restrictive.

\section*{III. KILLING TENSOR SYMMETRIES}

A second rank Killing tensor \(\xi_{a b}\) is symmetric and satisfies \(\xi_{(a b ; c)}=0\left(\right.\) Kramer et \(\left.^{2 l} l^{7}\right)\). Then \(\xi_{a b} x^{\prime a} x^{\prime b}\) is a quadratic geodesic constant of the motion. To find its characteristic we apply the total derivative, as in Eq. (9), leading to
\[
\begin{equation*}
D_{\lambda}\left(\xi_{a b} x^{\prime a} x^{\prime b}\right)=\xi_{a}{ }^{b} x^{\prime a} \mathbf{E}_{b}(L), \tag{14}
\end{equation*}
\]
where we have used the Killing tensor relation \(\xi_{(a b, c)}\) \(=2 \Gamma_{(a b}^{d} \xi_{c) d}\). It follows that the characteristic is \(Q^{a}=\xi_{b}{ }^{a} x^{\prime b}\). Thus unlike the Killing vector case this symmetry depends on the derivative \(x^{\prime a}\) and therefore it cannot be interpreted as a space-time vector field. A symmetry is a point symmetry if the characteristic can be written as \(Q^{a}=\phi^{a}-x^{\prime a} \psi\) for some functions \(\phi\) and \(\psi\) of \(\lambda\) and \(x^{a}\). A simple calculation shows that a Killing tensor symmetry is a point symmetry only in the trivial case when \(\xi_{a b}\) is proportional to the metric. In that case the symmetry is \(\mathbf{v}=\partial / \partial \lambda\), reflecting the fact that the geodesic equations do not contain the affine parameter explicitly. The corresponding conserved quantity is the length of the tangent vector.

As before we can compute the action of the symmetry on the metric and on the Lagrangian. The first prolongation coefficient of \(v=\xi^{a}{ }_{b} x^{b} \partial / \partial x^{a}\) is given by
\[
\begin{equation*}
\phi^{(1) a}=D_{\lambda}\left(\xi^{a}{ }_{b} x^{b}\right)=\xi_{b, c}^{a} x^{\prime b} x^{c}+\xi_{b}^{a} x^{\prime \prime}{ }^{b} \tag{15}
\end{equation*}
\]

The action of the symmetry on the Lagrangian then becomes
\[
\begin{equation*}
\operatorname{pr} \mathbf{v}(L)=\Gamma_{a b}^{d} \xi_{c d} x^{\prime a} x^{\prime b} x^{\prime c}+\xi_{a b} x^{\prime a} x^{\prime \prime}{ }^{b} \tag{16}
\end{equation*}
\]
where we have used the Killing tensor relation \(\xi_{(a b, c)}=2 \Gamma_{(a b}^{d} \xi_{c) d}\). It follows that the symmetry is a divergence symmetry or in other words, the action of the Killing tensor symmetry on the Lagrangian (and the metric) does
not vanish by contrast to the Killing vector case. From the general theory we know that \(\operatorname{pr} \mathbf{v}(L)=\operatorname{Div} B=D_{\lambda} B\) for some function \(B\). To find \(B\) we note that Eq. (16) can be written as
\[
\begin{equation*}
\operatorname{pr} \mathbf{v}(L)=\xi^{a}{ }_{b} x^{\prime b} \mathbf{E}_{a}(L) \tag{17}
\end{equation*}
\]

Therefore the symmetry action vanishes on-shell. It is this fact that lies behind the result of Prince and Crampin. \({ }^{4}\) Comparison with (14) shows that the right-hand side of (17) can be written as Div \(B\), where \(B\) is the conserved quantity, i.e., \(B=\xi_{a b} x^{\prime a} x^{\prime b}\). This simple relation is a consequence of the quadratic nature of the constant of the motion.

\section*{IV. CONCLUDING REMARKS}

One might ask whether the Killing vector symmetries are the only variational point symmetries of the form \(\mathbf{v}=\xi^{a}(x) \partial / \partial x^{a}\). That this is indeed the case can be seen
from the following argument. It follows from Eq. (1) that
\[
\operatorname{pr} \mathbf{v}(L)=\left(£_{v} g_{a b}\right) x^{\prime a} x^{\prime b} \equiv \bar{g}_{a b} x^{\prime a} x^{\prime b} \equiv \bar{L}
\]

Thus v is a variational symmetry if the new Langrangian \(\bar{L}\) is a total divergence, i.e., \(\bar{L}=D_{\lambda} B\) for some \(B\). This is the case if the Euler-Langrange equations of \(\bar{L}\) vanish identically. \({ }^{5}\) But \(\mathbf{E}_{a}(\bar{L})=\bar{g}_{a b}\left(x^{\prime \prime b}+\bar{\Gamma}^{b}{ }_{c d} x^{\prime c} x^{\prime d}\right)\) so \(\mathbf{E}_{a}(\bar{L})\) is identically zero only if \(\bar{g}_{a b}=£_{v} g_{a b}=0\), so \(\mathbf{v}\) is indeed a Killing vector symmetry.
\({ }^{1}\) S. Benenti and M. Francaviglia, General Relativity and Gravitation edited by A. Held (Plenum, New York, 1980).
\({ }^{2}\) E. G. Kalnins and W. Miller, Jr., SIAM J. Math. Anal. 11, 1011 (1980).
\({ }^{3}\) G. E. Prince, and M. Crampin, Gen. Relativ. Gravit. 16, 921 (1984).
\({ }^{4}\) G. E. Prince, and M. Crampin, Gen. Relativ. Gravit. 16, 1063 (1984).
\({ }^{5}\) P. J. Olver, Applications of Lie Groups to Differential Equations (Springer, New York, 1986).
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\begin{abstract}
As a preliminary step in the development of a Hilbert problem (HP) approach to the initial value problem (IVP) for colliding gravitational plane waves with noncollinear polarizations, the IVP for colliding gravitational plane waves with collinear polarizations is reformulated in two different ways as an HP in a complex plane. The solutions of both forms of the HP are found and each of these agrees with the solution obtained by another method in the previous paper of this series [I. Hauser and F. J. Ernst, J. Math. Phys. 30, 872 (1989)]. The conditions imposed on the initial data of the IVP by the vacuum field equations are discussed in detail. Anticipating the next paper of this series, the generalization of one form of the HP to noncollinear polarizations is briefly described.
\end{abstract}

\section*{I. INTRODUCTION}

\section*{A. Objective}

This is the second of a series \({ }^{1}\) of papers on the initial value problem (IVP) for colliding gravitational plane waves, i.e., on the search for systematic methods of computing the outcoming scattered wave when the two incoming plane waves are prescribed. One method that shows some promise has been developed by the present authors. It involves replacing the usual formulation of the IVP in terms of a nonlinear partial differential equation, viz. the Ernst equation, \({ }^{2}\) by an equivalent \(2 \times 2\) matrix homogeneous Hilbert problem (HHP) in a complex plane. This HHP will be sketched in Sec. \(V\) and will be covered in full detail and geneality in a future paper.

The present paper will be chiefly devoted to a relatively simple one-dimensional Hilbert problem which is equivalent to the restriction of our matrix HHP to the case when the polarizations of the plane waves are collinear. This pursuit of the collinear case as opposed to an immediate exposition of the generally applicable matrix HHP has good reason. The point is that the key ideas of the matrix HHP will be nicely illustrated by the Hilbert problem (HP) for the collinear case and we shall thereby be able to introduce many concepts of value for subsequent papers without having to cope immediately with mathematical difficulties which beset the noncollinear case. These difficulties are illustrated by the fact that there is strong evidence that the general solution of the IVP for the noncollinear case is not expressible in a finite closed form. Moreover, the practical art of solving the matrix HHP for particular noncollinear cases is still in its infancy.

In contrast, the IVP for the collinear case requires only that one solve a Cauchy problem for a certain linear hyperbolic partial differential equation and it so happens that the general solution in a finite closed form is known. The first complete solution was obtained by Szekeres \({ }^{3}\) by employing the Green's formula method of Riemann (not to be confused with the Riemann-Hilbert problem). Another form of the general solution for the collinear case was obtained by the
present authors \({ }^{1}\) by employing a classical method of linear superposition. In the present paper, yet another form of the general solution will be obtained by the radically different method of solving an HP and will be shown to be closely related in an instructive way to the solution in Ref. 1.

To enable us to describe the contents of this paper in greater detail, some specifics on the IVP for the collinear case, on several important concepts that will be used throughout the paper, and on the HP and its solution will now be given.

\section*{B. The IVP}

The line element in the space-time region that is both covered by our chart \({ }^{4}\) and occupied by the scattered wave is, in the collinear case,
\[
\begin{align*}
d s^{2}= & \rho\left[e^{-2 \psi}\left(d x^{1}\right)^{2}+e^{2 \psi}\left(d x^{2}\right)^{2}\right] \\
& -2 \rho^{-1 / 2} e^{2 \Gamma} d u d v \tag{1.1}
\end{align*}
\]
where, \(\rho, \psi\), and \(\Gamma\) depend only on the coordinates \(u\) and \(v\) over a simply connected planar domain
IV: \(=\left\{(u, v): 0 \leqslant u<u_{0}, 0 \leqslant v<v_{0}, 0<\rho(u, v)\right\}\).
Each of the constants \(u_{0}\) and \(v_{0}\) is a real positive number or \(\infty\). The ignorable coordinates \(x^{1}\) and \(x^{2}\) are scaled so that \(\rho(0,0)=1\) and \(\psi(0,0)=0\). The vacuum field equations imply that \({ }^{5}\)
\[
\begin{equation*}
\rho(u, v)=\frac{1}{2}[s(v)-r(u)], \tag{1.3}
\end{equation*}
\]
where \(r(u)\) is a monotonic increasing function over \(0 \leqslant u<u_{0}, s(v)\) is a monotonic decreasing function over \(0 \leqslant v<v_{0}\), and
\[
\begin{align*}
& r(0)=-1, \quad s(0)=1, \\
& -1<r_{0} \leqslant 1, \quad-1 \leqslant s_{0}<1, \tag{1.4}
\end{align*}
\]
where
\[
r_{0}:=\lim _{u \rightarrow u_{0}} r(u), \quad s_{0}:=\lim _{v \rightarrow v_{0}} s(v) .
\]

As was detailed in Ref. 1, the field \(\Gamma(u, v)\) is simply ex-
pressed in terms of definite integrals \({ }^{6}\) once \(\psi(u, v)\) is known.
The key problem is to find the solution \(\psi\) of the hyperbolic field equation
\[
\begin{equation*}
2 \rho \psi_{u v}+\rho_{u} \psi_{v}+\rho_{v} \psi_{u}=0 \tag{1.5}
\end{equation*}
\]
where \(\psi_{u}:=\partial \psi / \partial u\), etc., corresponding to the prescribed initial data
\[
\begin{equation*}
r(u), \quad s(v), \quad \psi_{3}(u):=\psi(u, 0), \quad \psi_{2}(v):=\psi(0, v) \tag{1.6}
\end{equation*}
\]

This is the essence of our IVP.
Some constraints on the initial data that are consistent with the existence and vanishing of the Ricci tensor are that the initial data functions (1.6) be of differentiability class \(\mathbf{C}^{1}\) and satisfy \(\psi_{3}(0)=\psi_{2}(0)=0\), Eqs. (1.4), and
\[
\begin{equation*}
\dot{r}(u)>0 \text { if } 0<\mathrm{u}, \quad \dot{s}(v)<0 \text { if } 0<v \tag{1.7}
\end{equation*}
\]
where \(\dot{r}(u):=d r(u) / d u\), etc. We shall follow the precedent of Ref. 1 and, except in a part of Sec. IV, impose no constraints on the initial data other than those just stated. There are, however, additional constraints which will be detailed in Sec. IV and which are imposed by the requirements that the Ricci tensor exist and vanish. By ignoring these constraints, we are actually treating a broader class of metrics than those that strictly represent colliding gravitational plane waves. However, this does not hinder our ability to solve the IVP and even turns out to be useful, as we shall discuss in Sec. V.

\section*{C. Definitions of \(\boldsymbol{D}_{\mathrm{IV}}, \gamma, \gamma_{3}, \gamma_{2}, g_{3}\), and \(g_{2}\)}

In Ref. 1 we employed \(r\) and \(s\) to designate functions, as we have done above, and to designate coordinate variables. \({ }^{7}\) We shall follow the same dual usage here and depend on context to distinguish one meaning from the other.

Note that the mapping \((u, v) \rightarrow(r(u), s(v))\) is one-to-one, bicontinuous, and maps IV as defined by Eqs. (1.2) and (1.3) onto
\[
\begin{equation*}
D_{\mathrm{IV}}:=\left\{(r, s):-1 \leqslant r<r_{0}, s_{0}<s \leqslant 1, r<s\right\}, \tag{1.8}
\end{equation*}
\]
where \(r_{0}\) and \(s_{0}\) are defined by Eqs. (1.4). Henceforth, we shall almost everywhere employ \(D_{\text {IV }}\) instead of IV as a domain. The reasons for this are that \(D_{\mathrm{IV}}\) is easier to visualize than IV and the use of \(D_{\text {IV }}\) leads to simpler expressions.

Definitions: We shall denote by \(\gamma, \gamma_{3}\), and \(\gamma_{2}\) those functions whose domains are \(D_{\mathrm{IV}}\), the interval \(-1 \leqslant r<r_{0}\), and the interval \(s_{0}<s \leqslant 1\), respectively, and whose values \(\gamma(r, s)\), \(\gamma_{3}(r)\), and \(\gamma_{2}(s)\) are given by
\[
\begin{align*}
& \gamma(r(u), s(v)):=\psi(u, v), \\
& \gamma_{3}(r(u)):=\psi_{3}(u),  \tag{1.9}\\
& \gamma_{2}(s(v)):=\psi_{2}(v) .
\end{align*}
\]

From Eqs. (1.4) and (1.6), note that
\[
\begin{equation*}
\gamma_{3}(r)=\gamma(r, 1), \quad \gamma_{2}(s)=\gamma(-1, s) \tag{1.10}
\end{equation*}
\]

Definitions: We shall denote by \(g_{3}\) and \(g_{2}\) those functions whose domains are the open intervals \(-1<\sigma<r_{0}\) and \(s_{0}<\sigma<1\), respectively, and whose values are given by
\(g_{3}(\sigma):=\int_{-1}^{\sigma} d r \frac{\dot{\gamma}_{3}(r)}{\sqrt{\sigma-r}}, \quad g_{2}(\sigma):=-\int_{1}^{\sigma} d s \frac{\dot{\gamma}_{2}(s)}{\sqrt{s-\sigma}}\),
where \(\dot{\gamma}_{3}(r):=d \gamma_{3}(r) / d r\), etc.
We employ the Lebesgue definition of an integral as in Ref. 1, where the existences and some properties of \(g_{j}\) \((j=3,2)\) were established. \({ }^{8}\)

\section*{D. The spectral potential \(\phi\)}

The main ingredient of our HP is a function \(\phi(r, s, \tau)\) of a complex (spectral) parameter \(\tau\) as well as of \(r\) and \(s\). The definition of \(\phi\) in terms of a given \(\gamma\) will be given in Sec. II, where we shall also derive some pertinent properties of \(\phi\). One of these properties is that \(\phi(r(u), s(v), \tau)\) satisfies the same hyperbolic equation (1.5) as \(\psi(u, v)\). Another property is that \(\phi\) is uniquely determined by \(\gamma\). In particular, the initial values of \(\phi\) are uniquely determined by the initial data as follows:
\[
\begin{align*}
\phi_{3}(r, \tau): & =\phi(r, 1, \tau) \\
& =-\frac{\chi_{3}(r, \tau)}{\tau+1} \int_{-1}^{\tau} d r^{\prime} \chi_{3}\left(r^{\prime}, \tau\right) \dot{\gamma}_{3}\left(r^{\prime}\right), \\
\phi_{2}(s, \tau): & =\phi(-1, s, \tau)  \tag{1.12}\\
& =-\frac{\chi_{2}(s, \tau)}{\tau-1} \int_{1}^{s} d s^{\prime} \chi_{2}\left(s^{\prime}, \tau\right) \dot{\gamma}_{2}\left(s^{\prime}\right),
\end{align*}
\]
where
\[
\begin{align*}
& \chi_{3}(r, \tau):=[(\tau+1) /(\tau-r)]^{1 / 2}, \\
& \chi_{2}(s, \tau):=[(\tau-1) /(\tau-s)]^{1 / 2} \tag{1.13}
\end{align*}
\]
\(\chi_{3}(-1, \tau)=\chi_{2}(1, \tau):=1\) and, for fixed \(r \neq-1\) and \(s \neq 1\), we employ those holomorphic branches of \(\chi_{3}(r, \tau)\) and \(\chi_{2}(s, \tau)\) that have the cuts \([-1, r]\) and \([s, 1]\), respectively, on the real axis of the \(\tau\) plane and satisfy \(\chi_{3}(r, \infty)=\chi_{2}(s, \infty):=1\). The initial values of \(\phi\) can also be determined by using
\[
\begin{align*}
& \phi_{3}(r, \tau)=\frac{1}{\pi} \int_{-1}^{r} d \sigma \frac{g_{3}(\sigma)}{\sqrt{r-\sigma}(\sigma-\tau)} \\
& \phi_{2}(s, \tau)=\frac{1}{\pi} \int_{1}^{s} d \sigma \frac{g_{2}(\sigma)}{\sqrt{\sigma-s}(\sigma-\tau)} \tag{1.14}
\end{align*}
\]
if \(g_{3}\) and \(g_{2}\) have already been found. Note that for fixed \(r \neq-1, \phi_{3}(\tau)=\phi_{3}(r, \tau)\) is a holomorphic function of \(\tau\) throughout \(C-[-1, r]\), where \(C\) is the extended complex plane. Likewise, for fixed \(s \neq 1, \phi_{2}(\tau)\) is holomorphic on \(C-[s, 1]\).

As regards other properties of \(\phi\) that will be obtained in Sec. II, consider any fixed ( \(r, s\) ) in \(D_{\mathrm{IV}}\). Then the following statements hold for \(\phi(\tau)=\phi(r, s, \tau)^{9}\) :
\(\phi(\tau)\) is holomorphic on \(C-([-1, r] \cup[s, 1])\),
\(\phi(\tau)-\chi_{2}(\tau) \phi_{3}(\tau)\) is holomorphic on \([-1, r]\),
\(\phi(\tau)-\chi_{3}(\tau) \phi_{2}(\tau)\) is holomorphic on [s,1],
and
\[
\begin{equation*}
\phi(\infty)=0, \quad[-\tau \phi(\tau)]_{\tau=\infty}=\gamma . \tag{1.16}
\end{equation*}
\]

Statements (1.15) and (1.16) will constitute the HP for the collinear case.

Again consider any fixed ( \(r, s\) ) in \(D_{\mathrm{IV}}\) and suppose \(r \neq-1\) or \(s \neq 1\) (or both). The remaining properties of \(\phi(\tau)\) that will be derived in Sec. II concern its boundary values \(\partial^{ \pm} \phi(\sigma)=\partial^{ \pm} \phi(r, s, \sigma)\), which are defined below for all \(\sigma\) on the union of the open intervals \(-1<\sigma<r\) and \(s<\sigma<1\).

Definitions: Let \(h_{\sigma}\) be any complex number such that \(\operatorname{Im} h_{\sigma}>0\) if \(-1<\sigma<r\) and \(\operatorname{Im} h_{\sigma}<0\) if \(s<\sigma<1\). Then \(\partial^{+} \phi(\sigma)\) and \(\partial^{-} \phi(\sigma)\) are defined by \({ }^{10}\)
\[
\begin{equation*}
\partial^{ \pm} \phi(\sigma):=\lim _{h_{\sigma} \rightarrow 0} \phi\left(\sigma \pm h_{\sigma}\right) \tag{1.17}
\end{equation*}
\]

In Sec. II we shall prove that \(\partial^{ \pm} \phi(\sigma)\) exist and satisfy
\[
\begin{equation*}
\partial^{+} \phi(\sigma)-\partial^{-} \phi(\sigma)=2 i \omega(\sigma) f(\sigma), \tag{1.18}
\end{equation*}
\]
where
\[
\begin{equation*}
\omega(\sigma):=\sqrt{\left(1-\sigma^{2}\right) /(r-\sigma)(s-\sigma)} \tag{1.19}
\end{equation*}
\]
and
\[
f(\sigma):= \begin{cases}g_{3}(\sigma) / \sqrt{1+\sigma}, & \text { if } \quad-1<\sigma<r  \tag{1.20}\\ g_{2}(\sigma) / \sqrt{1-\sigma}, & \text { if } \quad s<\sigma<1\end{cases}
\]

Equation (1.18) will be the basis for an alternative useful form of the HP for the collinear case.

\section*{E. The HP and its solution}

The HP and its solution will be covered in Sec. III. We shall give both here without providing the derivation of the solution and other proofs.

Assume that we have prescribed initial data and have used Eqs. (1.12) to compute \(\phi_{3}\) and \(\phi_{2}\). However, since we do not yet know \(\gamma\), we cannot compute \(\phi\) by using its definition, in terms of \(\gamma\). So let us lay aside the definition of \(\phi\) in terms of \(\gamma\) and seek an alternative definition, viz. one that regards \(\phi\) as the solution of a certain HP.

For any fixed \((r, s)\) in \(D_{\mathrm{iv}}\), the \(H P^{\prime \prime}\) is to find a function \(\phi(\tau)\) which satisfies statements (1.15) and the equation \(\phi(\infty)=0\). In Sec. III we shall prove that the solution is unique and is
\[
\begin{align*}
\phi(\tau)= & -\frac{1}{2 \pi i} \int_{\Gamma_{3}} d \tau^{\prime} \frac{\chi_{2}\left(\tau^{\prime}\right) \phi_{3}\left(\tau^{\prime}\right)}{\tau^{\prime}-\tau} \\
& -\frac{1}{2 \pi i} \int_{\Gamma_{2}} d \tau^{\prime} \frac{\chi_{3}\left(\tau^{\prime}\right) \phi_{2}\left(\tau^{\prime}\right)}{\tau^{\prime}-\tau} \tag{1.21}
\end{align*}
\]
where \(\Gamma_{3}\) and \(\Gamma_{2}\) are any positively oriented (simple and smooth) contours such that
\[
\begin{align*}
& {[-1, r] \subset \Gamma_{3}^{+}, \quad[s, 1] \subset \Gamma_{3}^{-},} \\
& {[s, 1] \subset \Gamma_{2}^{+}, \quad[-1, r] \subset \Gamma_{2}^{-},}  \tag{1.22}\\
& \tau \in C-\left(\Gamma_{3} \cup \Gamma_{3}^{+} \cup \Gamma_{2} \cup \Gamma_{2}^{+}\right)
\end{align*}
\]
and \(\Gamma_{j}^{+}\)and \(\Gamma_{j}^{-}\)are those open subsets of \(C\) which are bounded and unbounded, respectively, and have \(\Gamma_{j}\) as their common boundary. In descriptive terms, \(\Gamma_{j}^{+}\)and \(\Gamma_{j}^{-}\)are the open regions inside and outside \(\Gamma_{j}\), respectively. Typical choices of \(\Gamma_{3}, \Gamma_{2}\), and \(\tau\) are shown in Fig. 1.

We define \(\gamma\) in terms of the above HP solution by the second of Eqs. (1.16), whereupon


FIG. 1. Illustrative choices of \(\Gamma_{3}, \Gamma_{2}\), and \(\tau\) for the contour integrals in the solution of the HP adapted to ( \(\phi_{3}, \phi_{2}\) ).
\[
\begin{align*}
\gamma= & -\frac{1}{2 \pi i} \int_{\Gamma_{3}} d \tau^{\prime} \chi_{2}\left(\tau^{\prime}\right) \phi_{3}\left(\tau^{\prime}\right) \\
& -\frac{1}{2 \pi i} \int_{\Gamma_{2}} d \tau^{\prime} \chi_{3}\left(\tau^{\prime}\right) \phi_{2}\left(\tau^{\prime}\right) \tag{1.23}
\end{align*}
\]

In Sec. III we shall prove that Eq. (1.23) solves the IVP for the collinear case. Insertion of expressions (1.12) into Eq. (1.23) and interchange of the order of integration over \(r^{\prime}\) and \(\tau^{\prime}\) yields a Green's function form of the solution obtained in Ref. 1 by other means. \({ }^{12}\) The same process applied to Eq. (1.21) would yield a Green's function form for \(\phi(\tau)\).

\section*{F. A second form of the HP and its solution}

If one permits the contours \(\Gamma_{3}\) and \(\Gamma_{2}\) to contract until they "collapse onto" the cuts \([-1, r]\) and \([s, 1]\) they enclose, then one obtains an expression for \(\phi(\tau)\) in terms of definite integrals on \([-1, r]\) and \([s, 1]\). Another way of arriving at this definite integral expression for \(\phi(\tau)\) is by solving an alternative form of our HP, viz. an HP on
\[
\begin{align*}
L(r, s):= & \text { the pair of oriented arcs }-1 \text { to } r \\
& \text { and } 1 \text { to } s \text { on the real axis of } C . \tag{1.24}
\end{align*}
\]

Specifically, assume that \(g_{3}\) and \(g_{2}\) have been computed from the initial data by using (for example) Eqs. (1.11). Then the \(H P\) on \(L(r, s)\) is to find a \(\phi(\tau)\) which is holomorphic on \(C-L(r, s)\) such that \(\phi(\infty)=0\), which has \(\partial^{ \pm} \phi(\sigma)\) existing such that Eq. (1.18) holds for all \(\sigma\) in the open intervals \(-1<\sigma<r\) and \(s<\sigma<1\) and which satisfies the following endpoint conditions:
\[
\phi(\tau)-\chi_{2}(\tau) \phi_{3}(\tau) \text { is bounded as } \tau \rightarrow-1 \text { and } \tau \rightarrow r
\]
\[
\begin{equation*}
\phi(\tau)-\chi_{3}(\tau) \phi_{2}(\tau) \text { is bounded as } \tau \rightarrow 1 \text { and } \tau \rightarrow s \tag{1.25}
\end{equation*}
\]
where \(\phi_{3}\) and \(\phi_{2}\) are given by Eqs. (1.14). The solution will be proven in Sec. III to be the line integral
\[
\begin{equation*}
\phi(\tau)=\frac{1}{\pi} \int_{L(r, s)} d \sigma \frac{\omega(\sigma) f(\sigma)}{\sigma-\tau} \tag{1.26}
\end{equation*}
\]

The second of Eqs. (1.16) then yields
\[
\begin{equation*}
\gamma=\frac{1}{\pi} \int_{L(r, s)} d \sigma \omega(\sigma) f(\sigma) \tag{1.27}
\end{equation*}
\]
which is precisely the solution obtained in Ref. 1 by other means.

\section*{G. On \(g_{3}\) and \(g_{2}\)}

Section IV will cover properties of \(g_{3}\) and \(g_{2}\) which are important for calculations and perhaps for later extensions to the generalizations of \(g_{3}\) and \(g_{2}\) which occur in the noncollinear case. For example, we shall prove that \(g_{j}\) obeys a

Hölder condition of index \(\frac{1}{2}\) on any closed subinterval of its (open interval) domain and we shall derive new integral expressions which facilitate computations of \(g_{j}\). Also, we shall obtain useful implications concerning \(g_{j}\) for the members of a broad subclass of the class of all initial data sets (1.6) which satisfy all constraints imposed by the existence and vanishing of the Ricci tensor.

\section*{II. THE SPECTRAL POTENTIAL \(\phi\)}

\section*{A. Definitions of the space \(D_{\mathrm{iv}}\), the potential \(\gamma\), and the duality operator *}

There are two preliminary topics that we shall cover in Secs. II A and II B, respectively, before we define \(\phi\). The first topic is on the potential \(\gamma\) and its domain \(D_{\mathrm{IV}}\) which were introduced in Sec. I C. However, we shall begin Sec. II without presupposing all the concepts and relations that were mentioned in Sec. I. The only concepts that we assume to be given at this time are the initial data functions \(r(u), \psi_{3}(u)\) and \(s(v), \psi_{2}(v)\).

Premises: The initial data functions \(r(u), \psi_{3}(u)\) and \(s(v), \psi_{2}(v)\) are \(\mathbf{C}^{1}\) over their domains \(0 \leqslant u<u_{0}\) and \(0 \leqslant v<v_{0}\), respectively, and satisfy \(\psi_{3}(0)=\psi_{2}(0)=0\) and Eqs. (1.7) and (1.4).

Definitions: The set IV is defined by Eqs. (1.2) and (1.3). The set \(D_{\text {IV }}\) is defined by Eqs. (1.4) and (1.8). The topologies of IV and \(D_{\text {IV }}\) will be the sets of all IV \(\cap S\) and \(D_{\text {IV }}\) \(\cap S\), respectively, such that \(S\) is any set in the usual topology of \(R^{2}\). The boundary of \(D_{\mathrm{Iv}}\) will be
\[
\partial D_{\mathrm{Iv}}:=\left\{(r, s) \in D_{\mathrm{Iv}}: r=-1 \text { or } s=1\right\}
\]

Differentiation of any function is defined using only those sequences of points that lie in the domain of the function.

Definitions: We shall denote by \(\Sigma\) that one-to-one bicontinuous mapping of \(D_{\mathrm{IV}}\) onto IV such that
\[
\begin{equation*}
\Sigma^{-1}(u, v):=(r(u), s(v)) . \tag{2.1}
\end{equation*}
\]

We assign that atlas to \(D_{\mathrm{IV}}\) that consists of all charts \(\Sigma^{\prime}: D_{\mathrm{IV}}\) \(\rightarrow R^{2}\) for which
\(\left(\Sigma^{\prime} \circ \Sigma^{-1}\right)(u, v)=(U(u), V(v))=:\left(u^{\prime}, v^{\prime}\right)\),
where \(U\) and \(V\) are any functions with domains \(0 \leqslant u<u_{0}\) and \(0 \leqslant v<v_{0}\), respectively, such that \(U\) and \(V\) are \(\mathbf{C}^{1}\) and have positive derivatives throughout their domains.

Note: The ordered pair that consists of \(D_{\mathrm{IV}}\) and the atlas defined above is not a \(\mathbf{C}^{1}\) manifold since the atlas is not maximal. However, many of the concepts and results of manifold theory are clearly applicable to this structure and will be freely used in Sec. II.

Definition: We shall denote by \(\gamma\) any real-valued function whose domain is \(D_{\mathrm{IV}}\) such that the function \(\psi:=\gamma^{\circ} \Sigma^{-1}\) is \(\mathbf{C}^{1}\), has a continuous mixed second-order partial derivative, satisfies Eq. (1.5) throughout IV, and satisfies \(\psi(u, 0)=\psi_{3}(u)\) and \(\psi(0, v)=\psi_{2}(v)\).

Definition: The symbol * will denote that duality operator on one-forms in IV such that
\[
\begin{equation*}
* d u=d u, \quad * d v=-d v \tag{2.3}
\end{equation*}
\]
and will also denote a duality operator on one-forms in \(D_{\text {Iv }}\) such that
\[
* d r=d r, \quad * d s=-d s
\]

We shall rely on context to avoid confusion between the above two uses of the asterisk.

Note: It is easy to prove that for any one-forms \(\omega_{1}\) and \(\omega_{2}\) in IV (or in \(D_{\text {IV }}\) )
\[
\begin{equation*}
* * \omega_{1}=\omega_{1}, \quad\left(* \omega_{1}\right) \omega_{2}=-\omega_{1}\left(* \omega_{2}\right) \tag{2.4}
\end{equation*}
\]
where \(\left(* \omega_{1}\right) \omega_{2}:=\left(* \omega_{1}\right) \wedge \omega_{2}\). We omit the wedges in all exterior products and exterior derivatives of differential forms.

Note: Consider any one-form
\[
\lambda(u, v)=d u \alpha(u, v)+d v \beta(u, v)
\]
which is defined and continuous on an open set \(M\) in IV. Here \(\alpha\) and \(\beta\) need not be \(\mathbf{C}^{1}\) to construct a useful definition of \(d \lambda\). It is sufficient to assume that \(\alpha_{v}\) and \(\beta_{u}\) exist and are continuous, whereupon one way of defining the exterior derivative of \(\lambda\) is as follows:
\[
d \lambda(u, v):=d u d v\left[\beta_{u}(u, v)-\alpha_{v}(u, v)\right] .
\]

Note that the hyperbolic equation (1.5) is expressible as the two-form equation
\[
\begin{equation*}
d(\rho * d \psi)=0 \tag{2.5}
\end{equation*}
\]

Without entering into any specifics, we remark that one can define a two-dimensional tangent vector space and its dual at each point of \(D_{\mathrm{IV}}\) in a manner similar to that used for differentiable manifolds. Then differential forms in \(D_{\text {IV }}\) can be introduced. We shall denote by \(\Sigma^{*}\) the pullback operator corresponding to the chart \(\Sigma\). The key fact that we use below is that for each \(p\)-form \(\mu\) in \(D_{\mathrm{IV}}\) such that the domain of \(\mu\) is a set \(M\) in the topology of \(D_{1 \mathrm{v}}\), there is exactly one \(p\)-form \(\lambda\) in IV such that the domain of \(\lambda\) is \(\Sigma(M)\) and \(\mu=\Sigma * \lambda\).

Definitions: The \(p\)-form \(\mu\) is continuous if and only if \(\lambda\) is continuous and \(d \mu\) exists if and only if \(d \lambda\) exists and
\[
d \mu:=\Sigma^{*}(d \lambda)
\]

Also, an alternative definition for the duality operation on any one-form \(\mu\) is
\[
* \mu:=\Sigma^{*}(* \lambda) .
\]

It is easily proven that the above concepts are independent of the choice of the chart \(\Sigma\). As examples of interest to us,
\[
\Sigma^{*} \psi=\gamma, \quad \Sigma^{*}(d \psi)=d \gamma, \quad \Sigma^{*}(d * d \psi)=d * d \gamma
\]
all exist and are continuous on the domain \(D_{\mathrm{IV}}\). Also, \(\Sigma^{*}\left(d^{2} \psi\right)=d^{2} \gamma\) exists and vanishes on \(D_{\mathrm{IV}}\). Application of \(\Sigma *\) to Eq. (2.5) yields
\[
\begin{equation*}
d(\rho * d \gamma)=0, \text { where } \rho(r, s):=\frac{1}{2}(s-r) \tag{2.6}
\end{equation*}
\]
and where we note that \(\rho\) is assigned the dual role of denoting that function with domain IV for which \(\rho(u, v)=\frac{1}{2}[s(v)-r(u)]\) and that function with domain \(D_{\text {IV }}\) for which \(\rho(r, s)=\frac{1}{2}(s-r)\). The intended meaning of \(\rho\) will be clear from the context in which it appears.

Equation (2.6) requires a cautionary addendum. Our premises on \(r(u)\) and \(s(v)\) imply that \(\gamma\) is continuous, that \(\gamma_{r}:=\partial \gamma / \partial r\) exists and is continuous at all \((r, s)\) in \(D_{I V}\) such that \(s \neq 1\), and that \(\gamma_{r s}\) exists and is continuous at all \((r, s)\) in \(D_{I V}-\partial D_{I V}\). Consider, for example, \(\gamma_{r}\). From Eqs. (1.4), (1.7), and the relation \(\gamma(r(u), s(v))=\psi(u, v)\),
\[
\gamma_{r}(r(u), s(v))=\psi_{u}(u, v) / \dot{r}(u)
\]
if \(u>0\), i.e., if \(r(u)>-1\). However, since \(\dot{r}(0)\) may be zero, \(\gamma_{r}(r(u), s(v))\) may not exist at \(u=0\), i.e., at \(r(0)=-1\). In fact, as we demonstrated in Ref. 1, the vacuum field equations imply that \(\dot{r}(0)=\dot{s}(0)=0\) and that \(\gamma_{r}(r, s)\) is unbounded as \(r \rightarrow-1\) and \(\gamma_{s}(r, s)\) is unbounded as \(s \rightarrow 1 .^{13}\)

Therefore, although \(d \gamma\) exists and is continuous at all points of \(D_{\mathrm{IV}}\), one must note that the identity mapping of \(D_{I V}\) onto \(D_{I V}\) is not generally a chart in our \(\mathbf{C}^{1}\) atlas and that
\[
d \gamma(r, s)=d r \gamma_{r}(r, s)+d s \gamma_{s}(r, s)
\]
generally applies only to \((r, s)\) in \(D_{\mathrm{IV}}-\partial D_{\mathrm{IV}}\). The same reservation holds for
\[
\begin{equation*}
\frac{1}{2} d r d s\left[2(s-r) \gamma_{r s}-\gamma_{s}+\gamma_{r}\right]=0, \tag{2.7}
\end{equation*}
\]
which is the restriction of Eq. (2.6) to \(D_{\mathrm{Iv}}-\partial D_{\mathrm{IV}}\).

\section*{B. Definitions of \(\chi, D, D_{(r, s)}, D_{\tau}\), and \(D_{\sigma}^{(n}\)}

Our second preliminary topic before we define \(\phi\) concerns a family of complex-valued solutions \(\chi\) of
\[
\begin{equation*}
d(\rho * d \chi)=0 \tag{2.8}
\end{equation*}
\]
such that \(\chi\) is a function of \(r\) times a function of \(s\) and \((r, s) \in D_{\mathrm{IV}}\). The reader can verify that a solution of this kind is given by
\[
\begin{equation*}
\chi(r, s, \tau):=\chi_{3}(r, \tau) \chi_{2}(s, \tau) \tag{2.9}
\end{equation*}
\]
where \(\tau\) is a complex separation parameter and can be any point in \(C-\{-1,1\}\). For any fixed \((r, s)\) in \(D_{\mathrm{IV}}\), definitions (1.13) of \(\chi_{3}\) and \(\chi_{2}\) imply that the domain of \(\chi(\tau)=\chi(r, s, \tau)\) in the \(\tau\) plane is
\[
\begin{equation*}
D_{(r, s)}:=C-([-1, r] \cup[s, 1]) \tag{2.10}
\end{equation*}
\]
and that \(\chi(\tau)\) is holomorphic on \(D_{(r, s)}\). The function \(\chi\) thus has the domain
\[
\begin{equation*}
D:=\left\{(r, s, \tau):(r, s) \in D_{\mathrm{IV}}, \tau \in D_{(r, s)}\right\} \tag{2.11}
\end{equation*}
\]
and for any fixed \(\tau\) in \(C-\{-1,1\}\) the domain of \(\chi\) in the \((r, s)\) plane (i.e., the \(\tau\) section of \(D\) ) is
\[
\begin{equation*}
D_{\tau}:=\left\{(r, s) \in D_{\mathrm{IV}}: \tau \in D_{(r, s)}\right\} \tag{2.12}
\end{equation*}
\]


FIG. 2. The subregions \(D_{\sigma}, D_{0}^{(3)}\), and \(D_{\sigma}^{(2)}\) of \(D_{\mathrm{IV}}\) when \(r_{0}=1, s_{0}=-1\), and \(\tau=\sigma\), where \(-1<\sigma<1\). The vertices of the triangular region \(D_{\text {IV }}\) are \((-1,1),(1,1)\), and \((-1,-1)\).

It is useful to have a mental image of \(D_{\tau}\). This is supplied by the following easily verifiable statements.
(i) The set \(D_{\tau}=D_{\mathrm{IV}}\) if \(\tau=\infty, \operatorname{Im} \tau \neq 0\), or if \(\tau\) is real and \(|\tau|>1\).
(ii) If \(\tau=\sigma\) is real and \(|\sigma|<1\), then \(D_{\sigma}\) is the rectangular region consisting of all \((r, s)\) in \(D_{\text {iv }}\) such that \(-1 \leqslant r<\sigma<s \leqslant 1\). The set \(D_{\sigma}\) is illustrated in Fig. 2 for the case when \(r_{0}=1\) and \(s_{0}=-1\) (which are the values chosen for \(r_{0}\) and \(s_{0}\) in almost every paper on colliding gravitational plane waves). Recall that \(-1<r_{0} \leqslant 1\) and \(-1 \leqslant s_{0}<1\) and that \(-1 \leqslant r<r_{0}\) and \(s_{0}<s \leqslant 1\) are the ranges of \(r\) and \(s\).

Note the triangular regions \(D_{\sigma}^{(3)}\) and \(D_{\sigma}^{(2)}\) which are also subsets of \(D_{\mathrm{IV}}\) and appear in Fig. 2. The significances of these regions will now be explained. The boundary values \(\partial^{ \pm} \chi_{j}(\sigma)\) of the holomorphic functions \(\chi_{j}(\tau)(j=3,2)\) are defined exactly as \(\partial^{ \pm} \phi(\sigma)\) were defined in Eq. (1.17). [Simply replace \(\phi\left(\sigma+h_{\sigma}\right)\) by \(\chi_{j}\left(\sigma+h_{\sigma}\right)\) in that definition.] From Eqs. (1.13), we obtain
\[
\begin{align*}
& \partial^{ \pm} \chi_{3}(\sigma)=\mp i \sqrt{(1+\sigma) /(r-\sigma)} \text { and } \partial^{ \pm} \chi_{2}(\sigma)=\sqrt{(1-\sigma) /(s-\sigma)}, \text { if }-1<\sigma<r, \\
& \partial^{ \pm} \chi_{3}(\sigma)=\sqrt{(1+\sigma) /(\sigma-r)} \text { and } \partial^{ \pm} \chi_{2}(\sigma)=\mp i \sqrt{(1-\sigma) /(\sigma-s)}, \text { if } s<\sigma<1, \tag{2.13}
\end{align*}
\]
where all square roots are positive and \((r, s)\) is any fixed point in \(D_{\mathrm{IV}}\) such that \(r \neq-1\) and/or \(s \neq 1\). (Recall that \(r<s\) in \(D_{\text {Iv }}\).) From Eqs. (2.9) and (2.13), we further obtain
\[
\begin{equation*}
\partial^{ \pm} \chi(\sigma)=\mp i \omega(\sigma), \tag{2.14}
\end{equation*}
\]
where \(\omega(\sigma)>0\) is defined by Eq. (1.19) for all \(\sigma\) such that \(-1<\sigma<r\) or \(s<\sigma<1\).

Now let us consider the domains of \(\partial^{ \pm} \chi(\sigma)\) in the \((r, s)\) plane when \(\sigma\) is a fixed real number such that \(-1<\sigma<r_{0}\) or \(s_{0}<\sigma<1\). One sees that \(\partial^{+} \chi(\sigma)\) and \(\partial^{-} \chi(\sigma)\) both have the domain \(D_{\sigma}^{(3)} \cup D_{\sigma}^{(2)}\), where
\[
\begin{align*}
& D_{\sigma}^{(3)}:=\left\{(r, s) \in D_{\mathrm{IV}}:-1<\sigma<r<s \leqslant 1\right\} \\
& D_{\sigma}^{(2)}:=\left\{(r, s) \in D_{\mathrm{IV}}:-1 \leqslant r<s<\sigma<1\right\} . \tag{2.15}
\end{align*}
\]

As a final note concerning \(\partial^{ \pm} \chi(\sigma)\), observe from Eqs. (1.19) and (2.14) that \(\partial^{ \pm} \chi(\sigma)\) as well as \(\chi(\tau)\) are annihilated by the operator \(d \rho * d\).

Since \(d(\rho * d \chi(\tau))=0\) and since \(D_{\tau}\) is simply connected, there is a scalar field whose domain is \(D_{\tau}\) and whose gradient is \(\rho * d \chi(\tau)\). In fact, the reader can verify that
\[
\begin{equation*}
\rho * d \chi(\tau)=-d[(\tau-z) \chi(\tau)] \tag{2.16}
\end{equation*}
\]
where
\[
\begin{equation*}
\rho(r, s):=\frac{1}{2}(s-r), \quad z(r, s):=\frac{1}{2}(s+r) . \tag{2.17}
\end{equation*}
\]

It is useful to note that in a neighborhood of \(\tau=\infty\),
\[
\begin{equation*}
(\tau-z) \chi(\tau)=\tau+O\left(\tau^{-1}\right) \tag{2.18}
\end{equation*}
\]

Note: Although the points \((r, s, \tau)=(r, s, \pm 1)\) are not in the domain \(D\) of \(\chi\), observe that \(\chi(-1, s, \tau)=\chi_{2}(s, \tau)\) and is (for fixed \(s\) ) holomorphic at \(\tau=-1\) in the sense that it has a holomorphic extension which covers \(\tau=-1\). In the same sense, \(\chi(r, 1, \tau)=\chi_{3}(r, \tau)\) is (for fixed \(r\) ) holomorphic at \(\tau=1\) and \(\chi(-1,1, \tau)=1\) is holomorphic at \(\tau=-1\) and \(\tau=1\). Similar remarks apply to the functions \(\Psi\) and \(\phi\) that will be defined below.

\section*{C. Definitions of \(\Psi\) and \(\phi\)}

We shall be considering the complex-valued functions \(\chi, \Psi\), and \(\phi\) which each have the domain \(D\). In this subsection we shall let \(\chi(\tau), \Psi(\tau)\), and \(\phi(\tau)\) denote those functions that each have the domain \(D_{\tau}\) such that \(\chi(\tau)(r, s):=\chi(r, s, \tau), \quad \Psi(\tau)(r, s):=\Psi(r, s, \tau), \quad\) and \(\phi(\tau)(r, s):=\phi(r, s, \tau)\). This notational device will not be used in the later parts of Sec. II.

Theorem: There exists a complex-valued function \(\Psi\) with domain \(D\) such that for any given \(\tau\) in \(C-\{-1,1\}\), \(d \Psi(\tau)\) exists, is continuous \({ }^{14}\) on \(D_{\tau}\), and satisfies
\[
\begin{equation*}
d \Psi(\tau)=\left(\tau^{2}-1\right)^{-1} \chi(\tau)(\tau-z-\rho *) d \gamma \tag{2.19}
\end{equation*}
\]
and
\[
\begin{equation*}
\Psi(-1,1, \tau)=0 . \tag{2.20}
\end{equation*}
\]

Proof: From Eqs. (2.4), (2.6), and (2.8),
\(d[\chi(\tau)(\rho * d \gamma)-\gamma(\rho * d \chi(\tau))]=0\)
on \(D_{\tau}\). Substituting from Eq. (2.16) into the above, we obtain
\[
\begin{aligned}
& d[\chi(\tau)(\rho * d \gamma)+\gamma d((\tau-z) \chi(\tau))] \\
& \quad=d[\chi(\tau)(\rho * d \gamma)-(\tau-z) \chi(\tau) d \gamma]=0
\end{aligned}
\]
from which we deduce the existence of a complex-valued function \(F_{\tau}\) with domain \(D_{\tau}\) such that \(d F_{\tau}\) exists, is continuous, and satisfies
\[
\begin{equation*}
d F_{\tau}=\left(\tau^{2}-1\right)^{-1} \chi(\tau)\left(\tau-z-\rho^{*}\right) d \gamma \tag{2.21}
\end{equation*}
\]

From Eqs. (2.18) and (2.21), \(d F_{\tau}\) is holomorphic in a neighborhood of \(\tau=\infty\) and
\[
d F_{\tau}=\frac{d \gamma}{\tau}+O\left(\tau^{-2}\right)
\]

Therefore, we can fix the arbitrary additive function of \(\tau\) in \(F_{\tau}\) by specifying that \(F_{\tau}(-1,1)=0\). Now let \(\Psi\) denote that function whose domain is \(D\) and satisfies \(\Psi(\tau)=F_{\tau}\), whereupon the theorem follows.

Corollary: The function is holomorphic in a neighborhood of \(\tau=\infty\) and in this neighborhood
\[
\begin{equation*}
\Psi(\tau)=\gamma / \tau+O\left(\tau^{-2}\right) \tag{2.22}
\end{equation*}
\]

Also, \(d^{2} \Psi(\tau)\) exists and vanishes and \(d * d \Psi(\tau)\) exists and is continuous (throughout \(D_{\tau}\) ).

Proof: The corollary follows from Eq. (2.19), Eq. (2.18), and the facts that \(d \gamma, d \chi(\tau)\), and \(d(* d \gamma)\) exist and
are continuous, while \(d^{2} \gamma\) and \(d(\rho * d \gamma)\) exist and vanish throughout \(D_{\tau}\).

\section*{Definition:}
\[
\begin{equation*}
\phi:=-\chi \Psi . \tag{2.23}
\end{equation*}
\]

Theorem: (i) The function \(\phi\) is uniquely determined by \(\gamma\) and \(\phi(\tau)\) is holomorphic in a neighborhood of \(\tau=\infty\), where it satisfies Eqs. (1.16).
(ii) The differential \(d \phi(\tau)\) exists and is continuous, \(d^{2} \phi(\tau)\) exists and vanishes, and \(d * d \phi(\tau)\) exists and is continuous. \({ }^{14}\)
(iii) The function \(\phi(\tau)\) satisfies
\[
\begin{equation*}
\phi(-1,1, \tau)=0 \tag{2.24}
\end{equation*}
\]
and
\[
\begin{equation*}
\left(\tau-z+\rho^{*}\right) d \phi(\tau)-d z \phi(\tau)=-d \gamma . \tag{2.25}
\end{equation*}
\]

Proof: Parts (i) and (ii) of the above theorem follow directly from definition (2.23) and the preceding theorem and corollary. Equation (2.24) is implied by Eq. (2.20).

Next, Eqs. (1.13), (2.4), (2.9), and (2.17) imply
\(\left(\tau^{2}-1\right)^{-1}\left(\tau-z+\rho^{*}\right)\left(\tau-z-\rho^{*}\right)=[\chi(\tau)]^{-2}\),
whereupon Eq. (2.19) is seen to be equivalent to
\[
\begin{equation*}
\chi(\tau)\left(\tau-z+\rho^{*}\right) d \Psi(\tau)=d \gamma \tag{2.26}
\end{equation*}
\]

Furthermore, Eq. (2.16) is equivalent to
\[
\begin{equation*}
\left(\tau-z+\rho^{*}\right) d \chi(\tau)=d z \chi(\tau) \tag{2.27}
\end{equation*}
\]

Equation (2.25) now derives from Eqs. (2.23), (2.26), and (2.27).
Q.E.D.

Corollary:
\[
\begin{equation*}
d(\rho * d \phi)=0 \tag{2.28}
\end{equation*}
\]

Proof: Take the exterior derivative of both sides of Eq. (2.25).

\section*{D. Holomorphy properties of \(\phi\)}

To compute \(\phi(r, s, \tau)\) for \(\tau\) in \(C-\{-1,1\}\) and \((r, s)\) in \(D_{\tau}\), we can integrate Eq. (2.19) along any segmentally smooth path which lies entirely in \(D_{\tau}\) and which has \((-1,1)\) as its initial point and \((r, s)\) as its final point. Then \(\phi(r, s, \tau)=-\chi(r, s, \tau) \Psi(r, s, \tau)\). In particular, let us use the following two paths, which are each composed of a pair of straight line segments on or parallel to the axes of \(D_{\mathrm{IV}}\) :
\[
(-1,1) \rightarrow(r, 1) \rightarrow(r, s), \quad(-1,1) \rightarrow(-1, s) \rightarrow(r, s)
\]

The two integrations are straightforward and yield the two expressions
\[
\begin{align*}
& \phi(r, s, \tau)=\chi_{2}(s, \tau) \phi_{3}(r, \tau)+\xi_{2}(r, s, \tau), \\
& \phi(r, s, \tau)=\chi_{3}(r, \tau) \phi_{2}(s, \tau)+\xi_{3}(r, s, \tau), \tag{2.29}
\end{align*}
\]
where \(\phi_{3}\) and \(\phi_{2}\) are given by Eqs. (1.12) and
\[
\begin{align*}
& \xi_{2}(r, s, \tau):=-\frac{\chi_{2}(s, \tau)}{\tau-1} \int_{1}^{s} d b \chi_{2}(b, \tau) \gamma_{b}(r, b), \\
& \xi_{3}(r, s, \tau):=-\frac{\chi_{3}(r, \tau)}{\tau+1} \int_{-1}^{r} d a \chi_{3}(a, \tau) \gamma_{a}(a, s) \tag{2.30}
\end{align*}
\]

From Eqs. (2.30) the expressions for \(\phi_{3}\) and \(\phi_{2}\) in Eqs. (1.12), and the definitions of \(\chi_{3}\) and \(\chi_{2}\) in Eqs. (1.13), the following theorem is evident.

Theorem: (i)
\(\phi_{3}(-1, \tau)=\phi_{2}(1, \tau)=\xi_{3}(-1, s, \tau)=\xi_{2}(r, 1, \tau)=0\).
(ii) For fixed \(r \neq-1, \phi_{3}(r, \tau)\) and \(\xi_{3}(r, s, \tau)\) are holomorphic on the subset \(C-[-1, r]\) of the \(\tau\) plane. For fixed \(s \neq 1, \phi_{2}(s, \tau)\) and \(\xi_{2}(r, s, \tau)\) are holomorphic on \(C-[s, 1]\).

Corollary: Conditions (1.15) hold.
Proof: Use the preceding theorem and Eqs. (2.29).
It is a striking and easily proven statement that for given \(\phi_{3}\) and \(\phi_{2}\), the holomorphy conditions (1.15) taken together with the condition \(\phi(r, s, \infty)=0\) uniquely determine \(\phi\) and, therefore, uniquely determine \(\gamma\). This will be the basis for our HP.

\section*{E. The boundary values \(\partial^{ \pm} \phi(\sigma)\)}

In this subsection we shall be using definitions (1.17) of \(\partial^{ \pm} \phi(\sigma)\). We shall also be using some theorems on generalized Abel transforms which we proved in Ref. 1. \({ }^{8}\)

Let us begin by recalling the definitions:
\[
\begin{align*}
& \gamma_{3}(r):=\gamma(r, 1), \quad \gamma_{2}(s):=\gamma(-1, s) \\
& \phi_{3}(\mathrm{r}, \tau):=\phi(r, 1, \tau), \quad \phi_{2}(s, \tau):=\phi(-1, s, \tau) \tag{2.31}
\end{align*}
\]

From its definition, \(\phi_{3}(r, \tau)\) is that integral of Eq. (2.25) along the path \(s=1\) in \(D_{\tau}\) such that \(\phi_{3}(-1, \tau)=0\). Likewise, \(\phi_{2}(s, \tau)\) is that integral of Eq. (2.25) along the path \(r=-1\) such that \(\phi_{2}(1, \tau)=0\). In other words, as one can see with the aid of Eqs. (2.3) and (2.17), defining equations for \(\phi_{3}\) and \(\phi_{2}\) are as follows:
\((\tau-r) d \phi_{3}(\tau)-\frac{1}{2} d r \phi_{3}(\tau)=-d \gamma_{3}, \quad \phi_{3}(-1, \tau)=0\),
\((\tau-s) d \phi_{2}(\tau)-\frac{1}{2} d s \phi_{2}(\tau)=-d \gamma_{2}, \quad \phi_{2}(1, \tau)=0\).
In fact, explicit expressions for the integrals of Eqs. (2.32) have already been given by Eqs. (1.12). Our current interests are the alternative expressions for \(\phi_{3}\) and \(\phi_{2}\) which are given by Eqs. (1.14).

Theorem: Equations (1.14) hold.
Proof: It is sufficient to prove the first of Eqs. (1.14), since the proof of the second equation is similar. For \(-1<r<r_{0}\) and \(\tau \in C-[-1, r]\) and for real \(\sigma\) such that \(-1<r<\sigma<r_{0}\), the first of Eqs. (2.32) yields
\[
\begin{aligned}
d\left[\sqrt{\sigma-r} \phi_{3}(r, \tau)\right] & =\sqrt{\sigma-r} d \phi_{3}(r, \tau)-\frac{d r \phi_{3}(r, \tau)}{2 \sqrt{\sigma-r}} \\
& =(\sigma-\tau) \frac{d \phi_{3}(r, \tau)}{\sqrt{\sigma-r}}-\frac{d \gamma_{3}(r)}{\sqrt{\sigma-r}} .
\end{aligned}
\]

Upon integrating the above over \(r\) in the interval \([-1, \sigma]\), we obtain
\(\int_{-1}^{\sigma} d r \frac{\dot{\phi}_{3}(r, \tau)}{\sqrt{\sigma-r}}=\frac{g_{3}(\sigma)}{\sigma-\tau}\), for \(\tau \in C-[-1, \sigma]\),
where \(g_{3}(\sigma)\) is defined by Eq. (1.11).
Now we refer to the discussion of (generalized) Abel transforms \({ }^{8}\) in Ref. 1. The Abel transform of \(\dot{\gamma}_{3}(r)\) is \(g_{3}(\sigma)\) as given by Eq. (1.11). Similarly, the Abel transform of \(\dot{\phi}_{3}(r, \tau)\) is \(g_{3}(\sigma) /(\sigma-\tau)\) as given by Eq. (2.33). A theorem in Ref. 1 on the inversion of the Abel transform (1.11) yields
\[
\gamma_{3}(r)=\frac{1}{\pi} \int_{-1}^{r} d \sigma \frac{g_{3}(\sigma)}{\sqrt{r-\sigma}}
\]

The same theorem applied to Eq. (2.33) yields the first of Eqs. (1.14). Note that the integral in Eq. (1.14) exists since according to a theorem in Ref. \(1, g_{3}(\sigma) / \sqrt{r-\sigma}\) is an integrable function of \(\sigma\) over \([-1, r]\) and since \((\sigma-\tau)^{-1}\) is bounded and continuous on \([-1, r]\).

Lemma: For any given point \((r, s)\) in \(D_{\mathrm{Iv}}\) such that \(r \neq-1\) or \(s \neq 1, \partial^{ \pm} \phi_{3}(\sigma)\) and \(\partial^{ \pm} \phi_{2}(\sigma)\) exist and
\[
\begin{align*}
& \partial^{+} \phi_{3}(\sigma)-\partial^{-} \phi_{3}(\sigma) \\
& \quad= \begin{cases}2 i g_{3}(\sigma) / \sqrt{r-\sigma}, & \text { if }-1<\sigma<r \\
0, & \text { if } s<\sigma<1\end{cases} \tag{2.34}
\end{align*}
\]
and
\[
\begin{align*}
& \partial^{+} \phi_{2}(\sigma)-\partial^{-} \phi_{2}(\sigma) \\
& \quad= \begin{cases}0, & \text { if }-1<\sigma<r \\
2 i g_{2}(\sigma) / \sqrt{\sigma-s}, & \text { if } s<\sigma<1\end{cases} \tag{2.35}
\end{align*}
\]

Proof: It is sufficient to prove Eq. (2.34). In Ref. 1 we proved that \(g_{3}(\sigma)\) obeys a Hölder condition on every closed subinterval of its domain \(-1<\sigma<r_{0}\). Therefore, for given \(r>-1, g_{3}(\sigma) / \sqrt{r-\sigma}\) obeys a Hölder condition on every closed subinterval of the open interval \(-1<\sigma<r\). Therefore, from a theorem of Plemelj, \({ }^{15}\) the first of Eqs. (1.14) implies that \(\partial^{ \pm} \phi_{3}(\sigma)\) exist and satisfy Eq. (2.34) if \(-1<\sigma<r\).

If \(s<\sigma<1\), i.e., \(-1<r<s<\sigma<1\), then \(\phi_{3}(r, \tau)\) is holomorphic at \(\tau=\sigma\). Hence, \(\partial^{+} \phi_{3}(r, \sigma)=\partial^{-} \phi_{3}(r, \sigma)\) if \(s<\sigma<1\). This completes the proof of Eq. (2.34).

Theorem: For any given point ( \(r, s\) ) in \(D_{\text {IV }}\) such that \(r \neq-1\) or \(s \neq 1, \partial^{ \pm} \phi(\sigma)=\partial^{ \pm} \phi(r, s, \sigma)\) exist and Eqs. (1.18)-(1.20) hold.

Proof: The theorem follows straightforward from the preceding lemma, Eqs. (2.13), Eqs. (2.29), and the theorem that follows Eqs. (2.30). Use the first of Eqs. (2.29) to prove the theorem for values of \(\sigma\) in the interval \(-1<\sigma<r\) and use the second of Eqs. (2.29) for \(s<\sigma<1\). We leave the details of the proof to the reader.

\section*{III. THE HP FOR THE COLLINEAR CASE}

\section*{A. Definition of the HP adapted to ( \(\phi_{\mathbf{3}}, \phi_{\mathbf{2}}\) )}

We shall now set aside the definitions of \(\gamma\) and \(\phi\) which were given in Sec. II and define them instead as the results of solving a certain HP. The equivalences of the definitions in Sec. II and the definitions that we shall give below will be proven in Sec. III C.

Assume that the initial data functions \(r(u), s(v), \psi_{3}(u)\), and \(\psi_{2}(v)\) have been given and satisfy the premises stated after Eqs. (1.6). Also, assume that \(\phi_{3}(r, \tau)\) and \(\phi_{2}(s, \tau)\) have been computed from the given initial data by using Eqs. (1.12) or any other form of the integrals of Eqs. (2.32).

Definitions: The HP \({ }^{11}\) adapted to \(\left(\phi_{3}, \phi_{2}\right)\) is the search for a function \(\phi\) with domain \(D\) such that the following \(\tau\) plane conditions are satisfied by \(\phi(r, s, \tau)\) for any given ( \(r, s\) ) in \(D_{\mathrm{Iv}}\) [where we suppress \((r, s)\) below]:
\[
\begin{aligned}
& \phi(\tau)-\chi_{2}(\tau) \phi_{3}(\tau) \text { is holomorphic on } C-[s, 1] \\
& \phi(\tau)-\chi_{3}(\tau) \phi_{2}(\tau) \text { is holomorphic on } C-[-1, r], \\
& \phi(\infty)=0
\end{aligned}
\]

The field \(\gamma\) is defined in terms of the solution \(\phi\) by
\[
\begin{equation*}
\gamma:=[-\tau \phi(\tau)]_{\tau=\infty} \tag{3.1}
\end{equation*}
\]

By using the facts that \(\chi_{3}(\tau)\) and \(\phi_{3}(\tau)\) are holomorphic on \(C-[-1, r]\) and \(\chi_{2}(\tau)\) and \(\phi_{2}(\tau)\) are holomorphic on \(C-[s, 1]\), one can see that the first pair of conditions and in the above definition is equivalent to the triad of conditions (1.15) that were used in the informal statement of the HP in Sec. I E.

\section*{B. Solution of the HP}

Theorem: A solution \(\phi\) of the HP exists, is unique, and has the following value for any given ( \(r, s, \tau\) ) in \(D\) :
\[
\begin{equation*}
\phi(r, s, \tau)={ }_{3} \phi(r, s, \tau)+{ }_{2} \phi(r, s, \tau), \tag{3.2}
\end{equation*}
\]
where
\[
\begin{align*}
& { }_{3} \phi(r, s, \tau)=-\frac{1}{2 \pi i} \int_{\Gamma_{3}} d \tau^{\prime} \frac{\chi_{2}\left(s, \tau^{\prime}\right) \phi_{3}\left(r, \tau^{\prime}\right)}{\tau^{\prime}-\tau}, \\
& { }_{2} \phi(r, s, \tau)=-\frac{1}{2 \pi i} \int_{\Gamma_{2}} d \tau^{\prime} \frac{\chi_{3}\left(r, \tau^{\prime}\right) \phi_{2}\left(s, \tau^{\prime}\right)}{\tau^{\prime}-\tau}, \tag{3.3}
\end{align*}
\]
and \(\Gamma_{3}, \Gamma_{2}\), and \(\tau\) satisfy conditions (1.22) as in Fig. 1. Furthermore,
\[
\begin{equation*}
\gamma(r, s)={ }_{3} \gamma(r, s)+{ }_{2} \gamma(r, s), \tag{3.4}
\end{equation*}
\]
where
\[
\begin{align*}
& { }_{3} \gamma(r, s):=-\frac{1}{2 \pi i} \int_{\Gamma_{3}} d \tau^{\prime} \chi_{2}\left(s, \tau^{\prime}\right) \phi_{3}\left(r, \tau^{\prime}\right), \\
& { }_{2} \gamma(r, s):=-\frac{1}{2 \pi i} \int_{\Gamma_{3}} d \tau^{\prime} \chi_{3}\left(r, \tau^{\prime}\right) \phi_{2}\left(s, \tau^{\prime}\right) . \tag{3.5}
\end{align*}
\]

Proof: The proof will be given in two parts. (i) Assume that a solution \(\phi\) of the HP exists. Then the first two conditions of the definition in Sec. III A of the HP imply, for any given ( \(r, s, \tau\) ) in \(D\),
\[
\begin{aligned}
& \frac{1}{2 \pi i} \int_{\Gamma_{3}} d \tau^{\prime} \frac{\phi\left(\tau^{\prime}\right)-\chi_{2}\left(\tau^{\prime}\right) \phi_{3}\left(\tau^{\prime}\right)}{\tau^{\prime}-\tau} \\
& \quad+\frac{1}{2 \pi i} \int_{\Gamma_{2}} d \tau^{\prime} \frac{\phi\left(\tau^{\prime}\right)-\chi_{3}\left(\tau^{\prime}\right) \phi_{2}\left(\tau^{\prime}\right)}{\tau^{\prime}-\tau}=0
\end{aligned}
\]
where we are suppressing \((r, s)\). The above equation is equivalent to
\[
\begin{equation*}
\frac{1}{2 \pi i} \int_{\Gamma} d \tau^{\prime} \frac{\phi\left(\tau^{\prime}\right)}{\tau^{\prime}-\tau}+{ }_{3} \phi(\tau)+{ }_{2} \phi(\tau)=0 \tag{3.6}
\end{equation*}
\]
where \({ }_{3} \phi\) and \({ }_{2} \phi\) are defined by Eqs. (3.3) and \(\Gamma\) is any positively oriented contour such that
\[
([-1, r] \cup[s, 1]) \subset \Gamma^{+}, \quad \tau \in \Gamma^{-} .
\]

The third condition of the HP implies that the integral over \(\Gamma\) in Eq. (3.6) equals \(-\phi(\tau)\), which yields Eq. (3.2). The application of Eq. (3.1) to Eqs. (3.2) and (3.3) then yields Eqs. (3.4) and (3.5). We have thus proven that if a solution \(\phi\) of the HP exists, it is given by Eqs. (3.2) and (3.3) and the
corresponding \(\gamma\) is given by Eqs. (3.4) and (3.5). This, of course, implies the uniqueness of the solution.
(ii) We shall next establish the existence of a solution by showing that \(\phi\) as defined by Eqs. (3.2) and (3.3) satisfies all the conditions of the HP. The arguments ( \(r, s\) ) will be suppressed in the proof. Since \(\chi_{2}(\infty) \phi_{3}(\infty)=0\),
\[
-\chi_{2}(\tau) \phi_{3}(\tau)=\frac{1}{2 \pi i} \int_{\Gamma_{3}+\Gamma_{2}} d \tau^{\prime} \frac{\chi_{2}\left(\tau^{\prime}\right) \phi_{3}\left(\tau^{\prime}\right)}{\tau^{\prime}-\tau} .
\]

Upon adding the two sides of the above equation to the corresponding sides of Eq. (3.2) and using Eqs. (3.3), we obtain
\[
\phi(\tau)-\chi_{2}(\tau) \phi_{3}(\tau)=\xi_{2}(\tau)
\]
where
\(\xi_{2}(\tau):=\frac{1}{2 \pi i} \int_{\Gamma_{2}} d \tau^{\prime} \frac{\chi_{2}\left(\tau^{\prime}\right) \phi_{3}\left(\tau^{\prime}\right)-\chi_{3}\left(\tau^{\prime}\right) \phi_{2}\left(\tau^{\prime}\right)}{\tau^{\prime}-\tau}\).
By the conventional method of deforming \(\Gamma_{2}\) to accommodate any given \(\tau\) in \(\mathrm{C}-[s, 1]\) so that \(\tau \in \Gamma_{2}^{-}, \xi_{2}(\tau)\) can be holomorphically extended to the domain \(\mathrm{C}-[s, 1]\). Therefore, \(\phi\) satisfies the first condition of the HP.

The second condition of the HP is proven by a similar method (which need not be detailed here) and the third condition follows directly from Eqs. (3.2) and (3.3). This completes our account of the proof.

Note: In Sec. II we proved that the \(\phi\) and \(\gamma\) defined there satisfy Eq. (3.1) and all the conditions of the HP. Therefore, we could have used the known existence theorem on the solution of any hyperbolic equation such as Eq. (1.5) to prove the existence of a solution of the HP. However, we opted for the existence proof given above since it illustrates the complex plane methods which constitute an important part of our formalism.

Corollary: The solution \(\phi\) of the HP and the corresponding \(\gamma\) satisfy
\[
\begin{align*}
& \phi(r, 1, \tau)=\phi_{3}(r, \tau), \quad \gamma(r, 1)=\gamma_{3}(r) \\
& \phi(-1, s, \tau)=\phi_{2}(s, \tau), \quad \gamma(-1, s)=\gamma_{2}(s) \tag{3.8}
\end{align*}
\]

Proof: Set \(s=1\) in Eqs. (3.3) and (3.5) and use the relations \(\chi_{2}(1, \tau)=1, \phi_{2}(2, \tau)=0\), and
\[
\left[-\tau \phi_{3}(r, \tau)\right]_{\tau=\infty}=\gamma_{3}(r)
\]
which derives from Eq. (1.12) and the relations \(\chi_{3}(r, \infty)=1\) and \(\gamma_{3}(-1)=0\). Then set \(r=-1\) in Eqs. (3.3) and (3.5) and use the relations \(\chi_{3}(-1, \tau)=1\), \(\phi_{3}(-1, \tau)=0\), and
\(\left[-\tau \phi_{2}(s, \tau)\right]_{\tau=\infty}=\gamma_{2}(s)\),
which derives from Eq. (1.12) and the relations \(\chi_{2}(s, \infty)=1\) and \(\gamma_{2}(1)=0\). We thus obtain
\({ }_{3} \phi(r, 1, \tau)=\phi_{3}(r, \tau), \quad{ }_{3} \gamma(r, 1)=\gamma_{3}(r)\),
\({ }_{2} \phi(-1, s, \tau)=\phi_{2}(s, \tau), \quad{ }_{2} \gamma(-1, s)=\gamma_{2}(s)\),
\({ }_{2} \phi(r, 1, \tau)={ }_{2} \gamma(r, 1)={ }_{3} \phi(-1, s, \tau)={ }_{3} \gamma(-1, s)=0\).
Substitution of (3.9) into Eqs. (3.2) and (3.4) yields Eqs. (3.8).

Corollary: For any given \(\tau\) in \(\mathrm{C}-\{-1,1\}\), the functions [of \((r, s)\) ]
\[
{ }_{j} \phi(\tau), \quad d\left[{ }_{j} \phi(\tau)\right], \quad d * d\left[{ }_{j} \phi(\tau)\right]
\]
exist and are continuous on \(D_{\tau}\). The functions
\[
{ }_{j} \gamma, \quad d\left({ }_{j} \gamma\right), \quad d * d\left({ }_{j} \gamma\right)
\]
exist and are continuous on \(D_{\mathrm{IV}}\) and \(d^{2}\left({ }_{j} \gamma\right)\) exists and vanishes on \(D_{\text {IV }}\).

Proof: The proof employs Eqs. (3.3) and (3.5) as well as the definitions of continuity and exterior differentiation of differential forms in the space \(D_{\mathrm{IV}}\) given in Sec. II A.

\section*{C. Relation of the HP to the IVP}

We shall next give a theorem and two corollaries which establish that the solution of the HP solves the IVP. The \(z\) and \(\rho\) that appear in the following theorem are defined by Eqs. (2.17).

Theorem: The \({ }_{j} \phi\) and \({ }_{j} \gamma\) as defined by Eqs. (3.3) and (3.5) satisfy
\[
\begin{equation*}
{ }_{j} \phi(-1,1, \tau)=0 \tag{3.10}
\end{equation*}
\]
and, on the domain \(D_{\tau}\),
\[
\begin{equation*}
\left(\tau-z+\rho^{*}\right) d\left[{ }_{j} \phi(\tau)\right]-d z\left[{ }_{j} \phi(\tau)\right]=-d\left[{ }_{j} \gamma\right] \tag{3.11}
\end{equation*}
\]

Proof: Equation (3.10) is implied by Eqs. (3.8). As regards Eq. (3.11), it is sufficient to supply a proof for \(j=3\). From the definition of \(\chi_{2}(s, \tau)\) in Eq. (1.13),
\[
(\tau-s) d \chi_{2}(s, \tau)-\frac{1}{2} d s \chi_{2}(s, \tau)=0
\]

Upon combining the above equation with Eq. (2.32), we obtain, with the aid of Eq. (2.17) and the relations \(* d \phi_{3}(r, \tau)=d \phi_{3}(r, \tau)\) and \(* d \chi_{2}(s, \tau)=-d \chi_{2}(s, \tau)\),
\((\tau-z-\rho *) d\left[\chi_{2}(\tau) \phi_{3}(\tau)\right]\)
\(-d z\left[\chi_{2}(\tau) \phi_{3}(\tau)\right]=-\chi_{2}(\tau) d \gamma_{3}\).
Application of the above to \({ }_{3} \phi(\tau)\) as given by Eq. (3.3) and the use of the expression for \({ }_{3} \gamma\) in Eqs. (3.5) yields
\[
\left(\tau-z+\rho^{*}\right) d\left[{ }_{3} \phi(\tau)\right]-d z\left[{ }_{3} \phi(\tau)\right]=-\frac{1}{2 \pi i} \int_{\Gamma_{3}} d \tau^{\prime} \frac{\left(\tau-\tau^{\prime}\right) d\left[\chi_{2}\left(\tau^{\prime}\right) \phi_{3}\left(\tau^{\prime}\right)\right]-\chi_{2}\left(\tau^{\prime}\right) d \gamma_{3}}{\tau^{\prime}-\tau}=-d\left[{ }_{3} \gamma\right] . \quad \text { Q.E.D. }
\]

Corollary: For \(j=3\) and \(j=2\),
\[
\begin{equation*}
d\left[\rho * d\left({ }_{j} \phi\right)\right]=0, \quad d\left[\rho * d\left({ }_{j} \gamma\right)\right]=0 \tag{3.12}
\end{equation*}
\]

Proof: Take the exterior derivative of both sides of Eq. (3.11) to obtain the first of Eqs. (3.12). Then apply the operator \(\rho *\) to both sides of Eq. (3.11) and take the exterior derivative of the result. The second of Eqs. (3.12) is then obtained after using Eqs. (2.4) and the easily proven relation \(* d z=-d \rho\).

Corollary: The solution \(\phi\) of the HP and the corresponding \(\gamma\) satisfy Eqs. (2.6), (2.24), (2.25), and (2.28).

Proof: Sum Eqs. (3.10)-(3.12) over \(j\) and use Eqs. (3.2) and (3.4).

Let us see where we stand. In Sec. II A we defined \(\gamma\) as a function whose domain is \(D_{\mathrm{Iv}}\) such that \(\psi(u, v):=\gamma\) \((r(u), s(v))\) satisfies the hyperbolic Eq. (1.5) and the initial value conditions \(\psi(u, 0)=\psi_{3}(u)\) and \(\psi(0, v)=\psi_{2}(v)\). In Sec . II C we defined \(\phi\) in terms of the given \(\gamma\) by Eqs. (2.19), (2.20), and (2.23) or, equivalently, by Eqs. (2.24) and (2.25). Finally, in Secs. II C and II D we proved that this \(\phi\) satisfies Eq. (3.1) and all of the defining conditions of the HP. [See part (i) of the second theorem in Sec. II C, the theorem and its corollary in Sec. II D, and the paragraph following the definition of the HP in Sec. III A.]

Conversely, Eqs. (3.8) and the last corollary that we proved above establish that the \(\phi\) and \(\gamma\) defined by the HP satisfy all the defining equations of the \(\phi\) and \(\gamma\) of Sec. II. Thus the \(\phi\) and \(\gamma\) defined by the HP are identical with the \(\phi\) and \(\gamma\) which were defined in Sec. II. Furthermore, from the theorem in Sec. III B, the solution of the IVP for the collinear case exists, is unique, and is \(\psi(u, v)=\gamma(r(u), s(v))\), where \(\gamma\) is given by Eq. (1.23).

\section*{D. The HP adapted to \(\left(\boldsymbol{g}_{3}, \boldsymbol{g}_{2}\right)\)}

Here we shall assume that \(g_{3}\) and \(g_{2}\) have been computed from the initial data by using Eqs. (1.11). It is not necessary to compute \(\phi_{3}\) and \(\phi_{2}\) in order to use the HP defined below. It
is only necessary to know that \(\phi_{3}\) and \(\phi_{2}\) are given in terms of \(g_{3}\) and \(g_{2}\) by Eqs. (1.14). Equation (1.17) and Sec. II B should be consulted for the definition of the various symbols that appear in the following definition.

Definitions: The HP adapted to \(\left(g_{3}, g_{2}\right)\) is the search for a function \(\phi\) with domain \(D\) such that the following \(\tau\)-plane conditions are satisfied by \(\phi(r, s, \tau)\) for any given ( \(r, s\) ) in \(D_{1 v}\) [where we suppress ( \(r, s\) ) below]:
(i) The function \(\phi(\tau)\) is holomorphic on \(D_{(r, s)}\).
(ii) If \(r \neq-1\) or \(s \neq 1\) (or both), \(\partial^{ \pm} \phi(\sigma)\) exist and Eqs. (1.18) hold for all \(\sigma\) in the open intervals \(-1<\sigma<r\) and \(s<\sigma<1\).
(iii) The endpoint conditions (1.25) hold.
(iv) The value of \(\phi(\infty)=0\).

Finally, \(\gamma\) is defined in terms of \(\phi\) by Eq. (3.1).
Theorem: There is not more than one solution of the HP adapted to \(\left(g_{3}, g_{2}\right)\).

Proof: Let \(\xi:=\phi^{\prime}-\phi\), where \(\phi\) and \(\phi^{\prime}\) are any solutions of the HP. For any given ( \(r, s\) ) in \(D_{\mathrm{IV}}\), condition (ii) of the HP implies that
\[
\begin{equation*}
\partial^{ \pm} \xi(\sigma) \text { exist, } \quad \partial^{+} \xi(\sigma)=\partial^{-} \xi(\sigma) \tag{3.13}
\end{equation*}
\]
for all \(\sigma\) such that \(-1<\sigma<r\) or \(s<\sigma<1\). According to a known theorem, a function \(\xi(\tau)\) that satisfies condition (i) of the HP and Eq. (3.13) has an extension [which we shall also denote by \(\xi(\tau)\) ] that is holomorphic throughout \(C-\{-1, r, 1, s\}\), i.e., holomorphic throughout \(C\) except perhaps for poles or isolated essential singularities at \(-1, r\), 1 , or \(s\).

Next, note that
\[
\begin{aligned}
\xi(\tau) & =\left[\phi^{\prime}(\tau)-\chi_{2}(\tau) \phi_{3}(\tau)\right]-\left[\phi(\tau)-\chi_{2}(\tau) \phi_{3}(\tau)\right] \\
& =\left[\phi^{\prime}(\tau)-\chi_{3}(\tau) \phi_{2}(\tau)\right]-\left[\phi(\tau)-\chi_{3}(\tau) \phi_{2}(\tau)\right]
\end{aligned}
\]

Therefore, condition (iii) of the HP taken together with Eq. (3.13) implies that \(\xi(\tau)\) remains bounded as \(\tau \rightarrow-1, r, 1\), or \(s\) through any sequence of points in \(C-\{-1, r, 1, s\}\). Therefore, \(\xi(\tau)\) has no singularities at \(-1, r, 1\), and \(s\) and is,
according to Liouville's theorem, constant in value throughout \(C\). Hence \(\phi^{\prime}(\tau)=\phi(\tau)\) throughout \(D_{(r, s)}\). Q.E.D.

Lemma: Alternative expressions for the functions \({ }_{3} \phi\) and \({ }_{2} \phi\) that were defined by Eqs. (3.3) are
\[
\begin{align*}
& { }_{3} \phi(r, s, \tau)=\frac{1}{\pi} \int_{-1}^{r} d \sigma \frac{g_{3}(\sigma) \chi_{2}(s, \sigma)}{(\sigma-\tau) \sqrt{r-\sigma}}, \\
& { }_{2} \phi(r, s, \tau)=\frac{1}{\pi} \int_{1}^{s} d \sigma \frac{g_{2}(\sigma) \chi_{3}(r, \sigma)}{(\sigma-\tau) \sqrt{\sigma-s}} \tag{3.14}
\end{align*}
\]

Proof: We shall only supply a proof of the first of Eqs. (3.14). Substitution from the first of Eqs. (1.14) into the first of Eqs. (3.3) yields
\[
\begin{align*}
& { }_{3} \phi(r, s, \tau) \\
& \quad=-\frac{1}{2 \pi^{2} i} \int_{\Gamma_{3}} d \tau^{\prime} \int_{-1}^{r} d \sigma \frac{g_{3}(\sigma) \chi_{2}\left(s, \tau^{\prime}\right)}{\left(\sigma-\tau^{\prime}\right)\left(\tau^{\prime}-\tau\right) \sqrt{r-\sigma}}, \tag{3.15}
\end{align*}
\]
where we recall that \([-1, r] \subset \Gamma_{3}^{+}\)and \(\tau \in \Gamma_{3}^{+}\). Now, \(\chi_{2}(s, \tau)\) is holomorphic on \(C-[s, 1]\) and is, therefore, holomorphic on \(\Gamma_{3} \cup \Gamma_{3}^{+}\). Hence, we obtain the first of Eqs. (3.14) after interchanging (as is permissible here) the order of integrations in Eq. (3.15) and applying the Cauchy theorem to the integral over \(\tau^{\prime}\).

Theorem: The solution of the HP adapted to ( \(g_{3}, g_{2}\) ) exists and is equal to the solution of the HP adapted to ( \(\phi_{3}, \phi_{2}\) ). In other words, it exists and is given by Eqs. (3.2) and (3.3) or, equivalently, by Eqs. (3.2) and (3.14).

Proof: We prove the theorem by showing that \(\phi\) as \(d e\) fined by Eqs. (3.2) and (3.14) satisfies conditions (i)-(iv) of the HP adapted to ( \(g_{3}, g_{2}\) ).

We proved in Sec. III B that \(\phi\) as defined by Eqs. (3.2) and (3.3) satisfies the conditions of the HP adapted to ( \(\phi_{3}, \phi_{2}\) ). These conditions trivially imply conditions (i), (iii), and (iv) of the HP adapted to ( \(g_{3}, g_{2}\) ). Therefore, it remains only to prove that \(\phi\) as defined by Eqs. (3.2) and (3.3) also satisfies condition (ii) of the HP adapted to \(\left(g_{3}, g_{2}\right)\).

In Ref. 1 we proved that \(g_{j}(\sigma)\) obeys a Hölder condition on any given closed subinterval of its open interval domain. Now, for fixed ( \(r, s\) ) in \(D_{\mathrm{IV}}\) such that \(r \neq-1\) and \(s \neq 1\),
\[
\chi_{2}(s, \sigma) / \sqrt{r-\sigma}, \quad \chi_{3}(r, \sigma) / \sqrt{\sigma-s}
\]
are \(\mathbf{C}^{1}\) functions of \(\sigma\) over any given closed subintervals of the open intervals \(-1<\sigma<r\) and \(s<\sigma<1\), respectively. Therefore, the products
\[
g_{3} \chi_{2}(s, \sigma) / \sqrt{r-\sigma}, \quad g_{2} \chi_{3}(r, \sigma) / \sqrt{\sigma-s}
\]
obey Hölder conditions on any given closed subintervals of the intervals \(-1<\sigma<r\) and \(s<\sigma<1\), respectively, whereupon a theorem of Plemelj declares that \(\phi(\tau)\) as defined by Eqs. (3.2) and (3.14) has existing boundary values \(\partial^{ \pm} \phi(\sigma)\) which satisfy \({ }^{15}\)
\[
\begin{aligned}
& \partial^{+} \phi(\sigma)-\partial^{-} \phi(\sigma) \\
& = \begin{cases}2 i g_{3}(\sigma) \chi_{2}(s, \sigma) / \sqrt{r-\sigma}, & \text { if }-1<\sigma<r, \\
2 i g_{2}(\sigma) \chi_{3}(r, \sigma) / \sqrt{\sigma-s}, & \text { if } s<\sigma<1 .\end{cases}
\end{aligned}
\]

The above equation is equivalent to Eq. (1.18), as can be
seen from Eqs. (1.19) and (1.20). Therefore, condition (ii) of the HP adapted to ( \(g_{3}, g_{2}\) ) is satisfied.

Corollary: Here \(\phi\) and \(\gamma\) are also given by Eqs. (1.26) and (1.27).

Proof: Use Eqs. (1.19), (1.20), (3.2), and (3.14).
Note: The solution of the HP adapted to ( \(g_{3}, g_{2}\) ) could have been derived without using the information supplied by Sec. III B. Specifically, the same theorem of Plemelj \({ }^{15}\) that we used to prove the preceding theorem directly tells us that Eq. (1.26) satisfies conditions (i), (ii), and (iv) of the HP adapted to ( \(g_{3}, g_{2}\) ). It remains only to prove that condition (iii) [i.e., the endpoint conditions (1.25)] is also satisfied by Eq. (1.26): This can be done by a direct method that makes no use of any results that we proved in Sec. III B. We leave the construction of this direct method to the interested reader.

\section*{IV. PROPERTIES OF THE INITIAL DATA FUNCTIONS AND OF \(g_{3}\) AND \(g_{2}\)}

\section*{A. Constraints on the initial data due to the vacuum condition}

The only premises that have been granted so far concerning the initial data are those given after Eqs. (1.6) in Sec. I B. As we stated at the end of Sec. I B these premises do not include all constraints imposed on the initial data by the requirement that the Ricci tensor exist and vanish throughout the space-time.

The topic of constraints on the initial data was covered in Ref. 1 for the noncollinear as well as the collinear cases. We shall here summarize those conclusions in Ref. 1 that pertain to the collinear case. We shall assume that the metrical functions \(\rho, \psi\), and \(\Gamma\) that occur in the line element (1.1) satisfy the following conditions throughout their common domain IV:
\[
\begin{align*}
& \rho \text { is } \mathbf{C}^{2}, \psi, \Gamma \text { are } \mathbf{C}^{1}, \\
& \psi_{u v}, \Gamma_{u v} \text { exist and are continuous. } \tag{4.1}
\end{align*}
\]

When discussing the vacuum field equations in Ref. 1, we also assumed that \(\psi\) is \(\mathbf{C}^{2}\). However, a reexamination of our work in Ref. 1 shows that the set of conditions (4.1) is sufficient for the existence of the Ricci tensor throughout the domain of the chart employed in Ref. 1 and is sufficient to deduce the conclusions given below.

Recall that the ignorable coordinates \(x^{1}, x^{2}\) are scaled to make
\[
\begin{equation*}
\rho(0,0)=1, \quad \psi(0,0)=0 \tag{4.2}
\end{equation*}
\]
and that the initial data functions are related to \(\rho\) and \(\psi\) as follows:
\[
\begin{array}{ll}
r(u)=1-2 \rho(u, 0), & \psi_{3}(u)=\psi(u, 0) \\
s(v)=2 \rho(0, v)-1, & \psi_{2}(v)=\psi(0, v) \tag{4.3}
\end{array}
\]

The premises (4.1) and Eqs. (4.2) and (4.3) imply \({ }^{16}\)
\[
\begin{equation*}
\psi_{3}(u), \psi_{2}(v) \text { are } \mathbf{C}^{1}, \quad \psi_{3}(0)=\psi_{2}(0)=0 \tag{4.4}
\end{equation*}
\]
and
\[
\begin{equation*}
r(u), s(v) \text { are } \mathbf{C}^{2}, \quad r(0)=-1, \quad s(0)=1 \tag{4.5}
\end{equation*}
\]

Furthermore, we proved in Ref. 1 that the vacuum field equations over that space-time region occupied by the two
plane waves and the two null hypersurfaces that are the fronts of these waves prior to their collision imply
\[
\begin{align*}
& \dot{r}(0)=\dot{s}(0)=0, \quad \dot{r}(u)>0 \text { if } 0<u<u_{0} \\
& \dot{s}(v)<0 \text { if } 0<v<v_{0} \tag{4.6}
\end{align*}
\]
and
\(\lim _{u \rightarrow 0}\left\{\ddot{r}(u)-2[1-r(u)]\left[\psi_{3}(u)\right]^{2}\right\} / r(u)\) exists,
\(\lim _{v \rightarrow 0}\left\{\ddot{s}(v)+2[1+s(v)]\left[\ddot{\psi}_{2}(v)\right]^{2}\right\} / s(v)\) exists.
Conversely, if one assumes that the initial data functions are given and satisfy the constraining conditions (4.4)-(4.7), then the vacuum field equations over the space-time region that is occupied by the scattered wave have unique solutions \(\rho, \psi\), and \(\Gamma\) which satisfy conditions (4.1)-(4.3). The solutions \(\rho\) and \(\psi\) are given by Eqs. (1.3) and (1.27), respectively, and the solution \(\Gamma\) is given in Ref. 1. \({ }^{6}\)

Observe that conditions (4.4)-(4.7) imply that
\[
\begin{equation*}
\ddot{r}(0)=4\left[\psi_{3}(0)\right]^{2}, \quad \ddot{s}(0)=-4\left[\ddot{\psi}_{2}(0)\right]^{2} \tag{4.8}
\end{equation*}
\]
which imply in turn that \(\ddot{r}(0) \geqslant 0\) and \(\ddot{s}(0) \leqslant 0\). We shall refer to Eqs. (4.8) later.

Conditions (4.4)-(4.7) are formulated in terms of a particular choice of null coordinates \(u\) and \(v\). However, if \(u\) and \(v\) are subjected to any \(\mathbf{C}^{2}\) transformations
\[
\begin{aligned}
& u \rightarrow u^{\prime} \text { with domain } 0 \leqslant u<u_{0} \text { and range } 0 \leqslant u^{\prime}<u_{0}^{\prime}, \\
& v \rightarrow v^{\prime} \text { with domain } 0 \leqslant v<v_{0} \text { and range } 0 \leqslant v^{\prime}<v_{0}^{\prime}
\end{aligned}
\]
such that \(d u^{\prime} / d u\) and \(d v^{\prime} / d v\) are positive, then conditions (4.4)-(4.7) remain true after replacing \(u, v, u_{0}, v_{0}, r(u)\), \(s(v), \psi_{3}(u)\), and \(\psi_{2}(v)\) by \(u^{\prime}, v^{\prime}, u_{0}^{\prime}, v_{0}^{\prime}, r^{\prime}\left(u^{\prime}\right), s^{\prime}\left(v^{\prime}\right), \psi_{3}^{\prime}\left(u^{\prime}\right)\), and \(\psi_{2}^{\prime}\left(v^{\prime}\right)\), respectively, where (of course)
\[
\begin{aligned}
& r^{\prime}\left(u^{\prime}\right)=r(u), \quad s^{\prime}\left(v^{\prime}\right)=s(v), \\
& \psi_{3}^{\prime}\left(u^{\prime}\right)=\psi_{3}(u), \quad \psi_{2}^{\prime}\left(v^{\prime}\right)=\psi_{2}(v) .
\end{aligned}
\]

Moreover, the numbers \(r_{0}\) and \(s_{0}\) that were defined in Eqs. (1.4) and the functions \(\gamma_{3}\) and \(\gamma_{2}\) that were defined by Eqs. (1.9) are unchanged by the transformation \((u, v) \rightarrow\left(u^{\prime}, v^{\prime}\right)\). The above statements are easy to prove, as is the statement that the group generated by all such transformations is the group of all null coordinate transformations under which conditions (4.5) and (4.6) persist and \(r_{0}\) and \(s_{0}\) are unchanged. Application of any element of this group does not change \(\gamma_{3}\) and \(\gamma_{2}\) and leaves conditions (4.4)-(4.7) true if they are initially true.

The following theorem supplies another group of transformations under which conditions (4.4)-(4.7) persist.

Theorem: Let \(\alpha_{3}\) and \(\alpha_{2}\) be any real-valued functions with domains \(-1 \leqslant r<r_{0}\) and \(s_{0}<s \leqslant 1\), respectively, such that \(\alpha_{3}\) and \(\alpha_{2}\) are \(\mathbf{C}^{1}\) and \(\alpha_{3}(-1)=\alpha_{2}(1)=0\). Then if statements (4.4)-(4.7) are true, they remain true after the substitutions
\[
\begin{array}{ll}
\psi_{3}(u) \rightarrow \psi_{3}(u)+\alpha_{3}(r(u)), & r(u) \rightarrow r(u), \\
\psi_{2}(v) \rightarrow \psi_{2}(v)+\alpha_{2}(s(v)), & s(v) \rightarrow s(v) .
\end{array}
\]
[Note: If \(\ddot{r}(0)=0\), then one can replace the premise that \(\alpha_{3}\) is \(\mathbf{C}^{1}\) by the lighter premise that \(\dot{\alpha}_{3}(r)\) exists, is continuous over \(-1<r<r_{0}\), and is bounded in at least one interval
\(-1<r<-1+\epsilon\) such that \(\epsilon>0\). A like statement holds for \(\alpha_{2}\) if \(\ddot{s}(0)=0\).]

Proof: Use the relations
\[
\begin{aligned}
& \frac{d}{d u}\left[\alpha_{3}(r(u))\right]=\dot{r}(u) \dot{\alpha}_{3}(r(u)), \\
& \frac{d}{d v}\left[\alpha_{2}(s(v))\right]=\dot{s}(v) \dot{\alpha}_{2}(s(v)),
\end{aligned}
\]
whereupon the proof is straightforward.

\section*{B. Special \(n(u)\) and \(s(v)\)}

In this subsection we shall focus attention on any choices of \(r(u)\) and \(s(v)\) that satisfy the following definition.

Definition: The functions \(r(u)\) and \(s(v)\) will be called special if they satisfy conditions (4.5) and (4.6), the conditions
\[
\begin{equation*}
\lim _{u \rightarrow 0}\left[\frac{1+r(u)}{\dot{r}(u)}\right]=\lim _{v \rightarrow 0}\left[\frac{1-s(v)}{-\dot{s}(v)}\right]=0 \tag{4.9}
\end{equation*}
\]
and the conditions that
\(m_{3}(0):=\lim _{u \rightarrow 0} m_{3}(u), \quad m_{2}(0):=\lim _{v \rightarrow 0} m_{2}(v)\)
exist and have the values
\[
\begin{equation*}
m_{3}(0) \neq 0, \quad m_{2}(0) \neq 0 \tag{4.11}
\end{equation*}
\]
where
\[
\begin{align*}
& m_{3}(u):=\ddot{r}(u)[1+r(u)] / \dot{r}(u)^{2} \\
& m_{2}(v):=-\ddot{s}(v)[1-s(v)] / \dot{s}(v)^{2} \tag{4.12}
\end{align*}
\]
for \(0<u<u_{0}\) and \(0<v<v_{0}\), respectively.
Examples: The reader will discover by trial that any choices of \(r(u)\) and \(s(v)\) that satisfy conditions (4.5) and (4.6) and are deemed palatable for constructing specific colliding gravitational plane-wave solutions are special in the sense defined above. Examples of special \(r(u)\) families are given by
\(r(u)=2 u^{n}-1, \quad\) where \(n \geqslant 2, u_{0}:=1\),
\(r(u)=\left[2 \exp \left(-\frac{1}{u^{n}}\right)\right]-1, \quad\) where \(n>0, u_{0}:=\infty\).
Similar examples that are \(\mathbf{C}^{2}\), but are not \(\mathbf{C}^{\infty}\), are easily constructed. A family of \(r(u)\) choices that satisfy conditions (4.5) and (4.6), but are not special is given by
\(r(u)=2(n+1)(n+2) \int_{0}^{u} d b \int_{0}^{b} d a a^{n}\left(\sin \frac{1}{a}\right)^{2}-1\),
where \(n>0\) and \(u_{0}:=1\).
Theorem: If \(r(u)\) and \(s(v)\) are special, then
\[
\begin{equation*}
0<m_{j}(0) \leqslant 1(j=3,2) . \tag{4.13}
\end{equation*}
\]

Furthermore, there exist real \(\epsilon_{3}\) and \(\epsilon_{2}\) such that \(0<\epsilon_{3}<u_{0}\), \(0<\epsilon_{2}<v_{0}\), and
\(\ddot{r}(u)>0, \quad\) if \(0<u<\epsilon_{3}, \quad-\ddot{s}(v)>0, \quad\) if \(0<v<\epsilon_{2}\).
Proof: From Eqs. (4.9), (4.10), and (4.12), \(m_{3}(u)\) and \(m_{2}(v)\) are \(\mathbf{C}^{1}\) over \(0 \leqslant u<u_{0}\) and \(0 \leqslant v<v_{0}\), respectively,
\[
\begin{aligned}
& \frac{d}{d u}\left[\frac{1+r(u)}{\dot{r}(u)}\right]=1-m_{3}(u), \\
& \frac{d}{d v}\left[\frac{1-s(v)}{-\dot{s}(v)}\right]=1-m_{2}(v)
\end{aligned}
\]
and the values of the above derivatives at \(u=0\) and \(v=0\) are given by
\[
\begin{align*}
& 1-m_{3}(0)=\lim _{u \rightarrow 0}\left[\frac{1+r(u)}{u \dot{r}(u)}\right] \\
& 1-m_{2}(0)=\lim _{v \rightarrow 0}\left[\frac{1-s(v)}{-v \dot{s}(v)}\right] \tag{4.15}
\end{align*}
\]

Conditions (4.5) and (4.6) imply that the expressions in brackets in Eqs. (4.15) are positive. Therefore, \(1 \geqslant m_{j}(0)\).

Now, suppose \(m_{3}(0)<0\). Then there would exist real \(\epsilon\) such that \(0<\epsilon<u_{0}\) and \(m_{3}(u)<0\) when \(0 \leqslant u<\epsilon\). Definition (4.12) of \(m_{3}(u)\) would then imply that \(\ddot{r}(u)<0\) when \(0<u<\epsilon\) : This would contradict the conditions \(\dot{r}(0)=0\) and \(\dot{r}(u)>0\) when \(u>0\). Therefore, \(m_{3}(0) \geqslant 0\). A similar proof yields \(m_{2}(0) \geqslant 0\).

We have proven above that \(0 \leqslant m_{j}(0) \leqslant 1\). Conclusions (4.13) of the theorem now follow from (4.11). The proof of conclusions (4.14) of the theorem is straightforward and left for the reader, as is the proof of the following corollary, which should be compared with Eqs. (4.8).

Corollary: If \(r(u)\) and \(s(v)\) are special, then \(\ddot{r}(0) \geqslant 0\) and \(-\ddot{s}(0) \leqslant 0\).

A stronger result is given by the following corollary.
Corollary: If \(r(u)\) and \(s(v)\) are special, then there exists at least one pair of real-valued functions \(\psi_{3}(u)\) and \(\psi_{2}(v)\) with domains \(0 \leqslant u<u_{0}\) and \(0 \leqslant v<v_{0}\), respectively, such that \(r(u), s(v), \psi_{3}(u)\), and \(\psi_{2}(v)\) obey conditions (4.4)-(4.7).

Proof: Let \(\epsilon_{3}\) and \(\epsilon_{2}\) be defined by conclusions (4.14) of the preceding theorem. Let
\(\psi_{3}(u):=\left\{\begin{array}{cc}\int_{0}^{u} d a \sqrt{2 \ddot{r}(a) /[1-r(a)]}, & \text { for } 0 \leqslant u \leqslant \epsilon_{3}, \\ \left(u-\epsilon_{3}+1\right) \psi_{3}\left(\epsilon_{3}\right), & \text { for } \epsilon_{3}<u<u_{0},\end{array}\right.\) and similarly construct \(\psi_{2}(v)\). The rest of the proof is straightforward.

\section*{Definitions: Let}
\[
\begin{align*}
& p:=\sqrt{(1+r) / 2}, \quad q:=\sqrt{(1-s) / 2}, \\
& p_{0}:=\sqrt{\left(1+r_{0}\right) / 2}, \quad q_{0}:=\sqrt{\left(1-s_{0}\right) / 2},  \tag{4.16}\\
& p(u):=\sqrt{[1+r(u)] / 2}, \quad q(u):=\sqrt{[1-s(u)] / 2} .
\end{align*}
\]

For any given \(\psi_{3}\) and \(\psi_{2}\), let \(\beta_{3}\) and \(\beta_{2}\) denote those functions whose domains are \(0 \leqslant p<p_{0}\) and \(0 \leqslant q<q_{0}\), respectively, and whose values are given by
\[
\begin{equation*}
\beta_{3}(p):=\gamma_{3}(r), \quad \beta_{2}(q):=\gamma_{2}(s) \tag{4.17}
\end{equation*}
\]

Equivalently,
\[
\begin{equation*}
\beta_{3}(p(u)):=\psi_{3}(u), \quad \beta_{2}(q(v)):=\psi_{2}(v) \tag{4.18}
\end{equation*}
\]

Observe that Eqs. (4.16) and (2.17) yield
\[
\begin{equation*}
\rho=1-p^{2}-q^{2}, \quad z=p^{2}-q^{2} . \tag{4.19}
\end{equation*}
\]

Note that \(p\) and \(q\) are identical with \(u\) and \(v\) when \(r(u)=2 u^{2}-1\) and \(s(v)=1-2 v^{2}\), but this is not generally true here.

From definitions (4.17), \(\beta_{3}(p)\) and \(\beta_{2}(q)\) are contin-
uous over \(0 \leqslant p<p_{0}\) and \(0 \leqslant q<q_{0}\), respectively. Moreover, \(\dot{\beta}_{3}(p):=d \beta_{3}(p) / d p\) and \(\dot{\beta}_{2}(q):=d \beta_{2}(q) / d q\) exist and are continuous over \(0<p<p_{0}\) and \(0<q<q_{0}\), respectively. However, for general \(r(u), s(v), \psi_{3}(u)\), and \(\psi_{2}(v)\), the derivatives \(\dot{\beta}_{3}(p)\) and \(\dot{\beta}_{2}(q)\) may not be "well behaved" as \(p \rightarrow 0\) and \(q \rightarrow 0\).

Theorem: Suppose \(r(u)\) and \(s(v)\) are special and suppose \(r(u), s(v), \psi_{3}(u)\), and \(\psi_{2}(v)\) satisfy conditions (4.4)(4.7). Then \(\left[\dot{\beta}_{3}(p)\right]^{2}\) and \(\left[\dot{\beta}_{2}(q)\right]^{2}\) are continuous over \(0 \leqslant p<p_{0}\) and \(0 \leqslant q<q_{0}\), respectively, and
\[
\begin{equation*}
\left[\dot{\beta}_{j}(0)\right]^{2}=2 m_{j}(0) \tag{4.20}
\end{equation*}
\]

Equivalently, the set of limit points of \(\dot{\beta}_{j}\) as its argument approaches the origin is
\(\left\{\sqrt{2 m_{j}(0)},-\sqrt{2 m_{j}(0)}\right\},\left\{\sqrt{2 m_{j}(0)}\right\}\) or \(\left\{-\sqrt{2 m_{j}(0)}\right\}\).
Proof: Consider, for example, \(j=3\). Observe that Eqs. (4.16) and (4.18) imply that
\[
[1+r(u)]\left[\ddot{\psi}_{3}(u)\right]^{2} / \dot{r}(u)^{2}=\frac{1}{8}\left[\dot{\beta}_{3}(p(u))\right]^{2}
\]

Therefore, by multiplying the expression in curly brackets in the first of conditions (4.7) by \([1+r(u)] / r(u)^{2}\) and by using Eqs. (4.9) and (4.12), we obtain
\[
m_{3}(u)-\frac{1}{4}[1-r(u)]\left[\dot{\beta}_{3}(p(u))\right]^{2}
\]
and deduce that the above expression is continuous over \(0 \leqslant u<u_{0}\) and vanishes at \(u=0\). The theorem for \(j=3\) then follows from the relation \(r(0)=-1\). A similar proof is used for the case \(j=2\).

\section*{C. On \(g_{3}\) and \(\boldsymbol{g}_{\mathbf{2}}\)}

We next cover some properties of the functions \(g_{3}\) and \(g_{2}\) which were defined by Eqs. (1.11) and have played important roles both in this paper and in Ref. 1. The first theorem is general. It assumes nothing more than the premises on the initial data which are stated following Eqs. (1.6).

Theorem: The function \(g_{j}(\sigma)\) obeys a Hölder condition \({ }^{17}\) of index \(\frac{1}{2}\) on any given closed subinterval of its (open interval) domain. \({ }^{18}\)

Proof: We need to give a proof only for \(j=3\) since the proof for \(j=2\) is similar. Let [ \(a, b\) ] be any closed subinterval of the domain \(-1<\sigma<r_{0}\) of \(g_{3}(\sigma)\). Let
\[
c:=a-\frac{1}{2}(a+1)
\]
and let \(\sigma\) and \(\sigma^{\prime}\) be any points on \([a, b]\) such that \(\sigma^{\prime}>\sigma\). Thus
\[
\begin{equation*}
-1<c<a \leqslant \sigma<\sigma^{\prime} \leqslant b<r_{0} \tag{4.21}
\end{equation*}
\]

From Eq. (1.11),
\(g_{3}\left(\sigma^{\prime}\right)-g_{3}(\sigma)=I_{1}\left(\sigma, \sigma^{\prime}\right)-I_{2}\left(\sigma, \sigma^{\prime}\right)-I_{3}\left(\sigma, \sigma^{\prime}\right)\),
where
\[
\begin{align*}
& I_{1}\left(\sigma, \sigma^{\prime}\right):=\int_{\sigma}^{\sigma^{\prime}} d r \frac{\dot{\gamma}_{3}(r)}{\sqrt{\sigma^{\prime}-r}}  \tag{4.23}\\
& I_{2}\left(\sigma, \sigma^{\prime}\right):=\int_{c}^{\sigma} d r \dot{\gamma}_{3}(r)\left[\frac{1}{\sqrt{\sigma-r}}-\frac{1}{\sqrt{\sigma^{\prime}-r}}\right]  \tag{4.24}\\
& I_{3}\left(\sigma, \sigma^{\prime}\right):=\int_{-1}^{c} d r \dot{\gamma}_{3}(r)\left[\frac{1}{\sqrt{\sigma-r}}-\frac{1}{\sqrt{\sigma^{\prime}-r}}\right] \tag{4.25}
\end{align*}
\]

Since \(\dot{\gamma}_{3}\) is continuous on the closed interval \([c, b]\),
\[
M_{1}(a, b):=\max \left\{\left|\dot{\gamma}_{3}(r)\right|: c \leqslant r \leqslant b\right\}
\]
exists and is finite and positive. From Eq. (4.23),
\[
\begin{equation*}
\left|I_{1}\left(\sigma, \sigma^{\prime}\right)\right| \leqslant 2 M_{1}(a, b) \sqrt{\sigma^{\prime}-\sigma} \tag{4.26}
\end{equation*}
\]

From Eqs. (4.21) and (4.24),
\[
\begin{align*}
\left|I_{2}\left(\sigma, \sigma^{\prime}\right)\right| & \leqslant 2 M_{1}(a, b)\left[\sqrt{\sigma-c}+\sqrt{\sigma^{\prime}-\sigma}-\sqrt{\sigma^{\prime}-c}\right] \\
& \leqslant 2 M_{1}(a, b) \sqrt{\sigma^{\prime}-\sigma} \tag{4.27}
\end{align*}
\]

For all non-negative real numbers \(x\) and \(y\) such that \(x>y\),
\[
\sqrt{x}-\sqrt{y} \leqslant \sqrt{x-y}
\]

Therefore, from Eq. (4.25),
\[
\begin{align*}
& \left|I_{3}\left(\sigma, \sigma^{\prime}\right)\right| \leqslant \sqrt{\sigma^{\prime}-\sigma} \int_{-1}^{c} d r \frac{\left|\dot{\gamma}_{3}(r)\right|}{\sqrt{(\sigma-r)\left(\sigma^{\prime}-r\right)}} \\
& \quad \leqslant \frac{2 M_{2}(a)}{a+1} \sqrt{\sigma^{\prime}-\sigma} \tag{4.28}
\end{align*}
\]
where
\[
M_{2}(a):=\int_{-1}^{c} d r\left|\dot{\gamma}_{3}(r)\right|
\]
and where we have used the inequalities
\[
\sigma-r \geqslant \frac{1}{2}(a+1) \sigma^{\prime}-r>\frac{1}{2}(a+1)
\]
[The integral \(M_{2}(a)\) exists and is finite. Integrals of this type were discussed in Ref. 1.] From Eqs. (4.22) and (4.26)(4.28), there exists a positive real number \(M(a, b)\) such that
\[
\left|g_{3}\left(\sigma^{\prime}\right)-g_{3}(\sigma)\right| \leqslant M(a, b) \sqrt{\sigma^{\prime}-\sigma}
\]

The premise in the following corollary contradicts conditions (4.6) and (4.7) since these vacuum conditions imply, as we proved in Ref. 1, that \(\dot{\gamma}_{3}(r)\) and \(\dot{\gamma}_{2}(s)\) are unbounded as \(r \rightarrow-1\) and \(s \rightarrow 1\), respectively. However, the theorem in Sec. IV A shows that functions that satisfy the premise of the corollary have at least one use. (In the theorem of Sec. IV A, these functions were denoted by \(\alpha_{j}\).)

Corollary: Suppose \(\gamma_{3}(r)\) and \(\gamma_{2}(s)\) are \(\mathbf{C}^{1}\) over \(-1 \leqslant r<r_{0}\) and \(s_{0}<s \leqslant 1\), respectively. Then \(g_{3}(\sigma)\) and \(g_{2}(\sigma)\) have continuous extensions onto \(-1 \leqslant \sigma<r_{0}\) and \(s_{0}<\sigma \leqslant 1\), respectively, and these extensions obey Hölder conditions of index \(\frac{1}{2}\) on any given closed subinterval of their respective domains. [If \(\gamma_{3}(r)\) and \(\gamma_{2}(s)\) are \(\mathbf{C}^{1}\) over \(-1 \leqslant r \leqslant r_{0}\) and \(s_{0} \leqslant s \leqslant 1\), respectively, then \(g_{3}(\sigma)\) and \(g_{2}(\sigma)\) have continuous extensions onto \(-1 \leqslant \sigma \leqslant r_{0}\) and \(s_{0} \leqslant \sigma \leqslant 1\), respectively, and these extensions obey Hölder conditions of index \(\frac{1}{2}\) on their respective domains.]

The proof of the above corollary is a modified form of the proof of the preceding theorem and is left for the reader.

Finally, we consider alternative forms of the integals (1.11) for \(g_{3}(\sigma)\) and \(g_{2}(\sigma)\). Upon introducing the new variables of integration
\[
x=\sqrt{(\sigma-r) /(1+\sigma)}, \quad y=\sqrt{(s-\sigma) /(1-\sigma)},
\]
one obtains
\[
\begin{align*}
& g_{3}(\sigma)=2 \sqrt{1+\sigma} \int_{0}^{1} d x \dot{\gamma}_{3}\left(\sigma-(1+\sigma) x^{2}\right) \\
& g_{2}(\sigma)=2 \sqrt{1-\sigma} \int_{0}^{1} d y \dot{\gamma}_{2}\left(\sigma+(1-\sigma) y^{2}\right) \tag{4.29}
\end{align*}
\]

Let us next employ the variables \(p\) and \(q\) defined by Eqs. (4.16) and the functions \(\beta_{3}(p)\) and \(\beta_{2}(q)\) defined by Eqs. (4.17). Equations (1.11) then become
\[
\begin{align*}
& g_{3}(\sigma)=\frac{1}{\sqrt{2}} \int_{0}^{\pi / 2} d \theta \dot{\beta}_{3}\left[\left(\frac{1+\sigma}{2}\right)^{1 / 2} \sin \theta\right] \\
& g_{2}(\sigma)=-\frac{1}{\sqrt{2}} \int_{0}^{\pi / 2} d \theta \dot{\beta}_{2}\left\{\left(\frac{1-\sigma}{2}\right)^{1 / 2} \sin \theta\right\} \tag{4.30}
\end{align*}
\]
after introducing a new variable of integration \(\theta\). Equations (4.30) are especially useful for computing \(g_{3}\) and \(g_{2}\) when \(r(u)\) and \(s(v)\) are special, as defined in Sec. IV B, and \(r(u), s(v)\), \(\psi_{3}(u)\), and \(\psi_{2}(v)\) satisfy conditions (4.4)-(4.7). The reason for this can be seen from Eq. (4.20) and the theorem that contains this equation. Specifically, if the premises of the theorem hold, then the integrals in Eqs. (4.30) are proper Riemann integrals and
\[
\begin{align*}
& \begin{aligned}
g_{3}(-1) & =(\pi / 2 \sqrt{2}) \dot{\beta}_{3}(0) \\
& :=\text { limit point of } g_{3}(\sigma) \text { as } \sigma \rightarrow-1 \\
g_{2}(1)= & -(\pi / 2 \sqrt{2}) \dot{\beta}_{2}(0) \\
:= & \text { limit point of } g_{2}(\sigma) \text { as } \sigma \rightarrow 1,
\end{aligned}
\end{align*}
\]
where \(\left[\dot{\beta}_{j}(0)\right]^{2}\) is given by Eqs. (4.20) and (4.12).

\section*{V. PERSPECTIVES}

\section*{A. The HHP adapted to \(\left(\mathscr{P}_{3}, \mathscr{P}_{2}\right)\)}

If one no longer assumes that the polarizations of the plane waves are collinear, then the line element (1.1) in the scattered wave region is replaced by \({ }^{4}\)
\[
\begin{equation*}
d s^{2}=\rho S_{a b} d x^{a} d x^{b}-2 \rho^{-1 / 2} e^{2 \Gamma} d u d v \tag{5.1}
\end{equation*}
\]
where \(a, b=1,2\); the symmetric matrix \(S\) is positive definite; \(\operatorname{det} S=1\); and \(\rho, S\), and \(\Gamma\) depend only on \(u\) and \(v\). We select the ignorable coordinates \(x^{1}, x^{2}\) so that \(\rho(0,0)=1\) and \(S(0,0)=I\). As in the collinear case, the solution of the vacuum field equation for \(\rho(u, v)\) is given by Eq. (1.3) such that Eqs. (4.5) and (4.6) hold for the functions \(r(u)\) and \(s(v)\). Also, the solution for \(\Gamma(u, v)\) is expressed in terms of definite integrals with known integrands once \(S(u, v)\) is known. \({ }^{6}\) The key problem is to find the solution \(S\) of the \(2 \times 2\) matrix nonlinear hyperbolic equation \({ }^{19}\)
\(d\left(\rho S \sigma_{2} * d S\right)=0\),
( \(\sigma_{1}, \sigma_{2}, \sigma_{3}\) : \(=\) the usual representation of
the Pauli spin matrices)
corresponding to the prescribed initial data
\[
\begin{equation*}
r(u), s(v), S(u, 0), S(0, v) \tag{5.3}
\end{equation*}
\]

In the collinear case, \(x^{1}\) and \(x^{2}\) can further be chosen so that \(S(u, v)\) is diagonal at all ( \(u, v\) ) in IV, whereupon one defines \(\psi\) by
\[
S=\exp \left(-2 \sigma_{3} \psi\right)
\]

Equation (5.2) then reduces to the linear equation (2.5) for the function \(\psi\).

The basic ingredient of our HHP for the general case is a \(2 \times 2\) matrix spectral potential \(\mathscr{P}(r, s, \tau)\) which has the same
domain \(D\) as the spectral potential \(\phi(r, s, \tau)\) defined in Sec. II C. In fact, for the collinear case, \(\mathscr{P}(r, s, \tau)\) is given by \({ }^{20}\)
\[
\begin{equation*}
\mathscr{P}_{\text {coll }}=e^{-\sigma_{3} \gamma \mathscr{P}_{0}^{K}}{ }^{\left(\tau \sigma_{1}+i \sigma_{1}\right) \psi}, \tag{5.4}
\end{equation*}
\]
where
\[
\begin{equation*}
\mathscr{P}_{0}^{K}=\frac{1}{2}\left(I-\sigma_{2}\right) \chi_{3}+\frac{1}{2}\left(I+\sigma_{2}\right) \chi_{2} \tag{5.5}
\end{equation*}
\]
and where we recall that \(\phi:=-\chi \Psi\), as discussed in Sec. II C. The definition of \(\mathscr{P}\) for the general case and the derivations of Eq. (5.4) and of various properties of \(\mathscr{P}\) will be given in a future paper of this series. Here we shall merely summarize those few properties of \(\mathscr{P}\) that we need to describe the HHP.

We start by noting that the initial values
\[
\begin{equation*}
\mathscr{P}_{3}(r, \tau):=\mathscr{P}(r, 1, \tau), \quad \mathscr{P}_{2}(s, \tau):=\mathscr{P}(-1, s, \tau) \tag{5.6}
\end{equation*}
\]
are computed from the initial data functions (5.3) by integrating two separate \(2 \times 2\) matrix ordinary differential equations
\[
\begin{equation*}
d \mathscr{P}_{3}+\Gamma_{3} \sigma_{2} \mathscr{P}_{3}=0, \quad d \mathscr{P}_{2}+\Gamma_{2} \sigma_{2} \mathscr{P}_{2}=0 \tag{5.7}
\end{equation*}
\]
which are linear, homogeneous, and of the first order. The matrix coefficients \(\Gamma_{j}\) in Eqs. (5.7) are constructed in a simple way from the initial data functions and their differentials. Here \(\mathscr{P}_{j}\) has exactly the same domain and holomorphy properties in the \(\tau\) plane as the function \(\phi_{j}\), which is given by Eqs. (1.12) and is discussed in Sec. II D. For example, in the \(\tau\) plane,
\[
\begin{align*}
& \mathscr{P}_{3}(r, \tau) \text { is holomorphic on } C-[-1, r], \\
& \mathscr{P}_{2}(s, \tau) \text { is holomorphic on } C-[s, 1] \tag{5.8}
\end{align*}
\]

Also,
\[
\begin{equation*}
\mathscr{P}_{3}(-1, \tau)=\mathscr{P}_{2}(1, \tau)=I \tag{5.9}
\end{equation*}
\]
throughout \(C\).
As regards \(\mathscr{P}(r, s, \tau)=\mathscr{P}(\tau)\), we have the following properties in the \(\tau\) plane for any given \((r, s)\) in \(D_{\mathrm{IV}}\) : \(\mathscr{P}(\tau)\left[\mathscr{P}_{3}(\tau)\right]^{-1}\) is holomorphic on \(C-[s, 1]\),
\(\mathscr{P}(\tau)\left[\mathscr{P}_{2}(\tau)\right]^{-1}\) is holomorphic on \(C-[-1, r]\).
Moreover,
\[
\begin{equation*}
\mathscr{P}(\infty)=I \tag{5.11}
\end{equation*}
\]
and
\[
\begin{align*}
& I-\rho(u, v) S(u, v) \\
& \quad=\operatorname{Re}\left\{2 \tau[I-\mathscr{P}(r(u), s(v), \tau)] \sigma_{2}\right\}_{\tau=\infty} \tag{5.12}
\end{align*}
\]

Definition: The HHP adapted to \(\left(\mathscr{P}_{3}, \mathscr{P}_{2}\right)\) is the search for a \(2 \times 2\) matrix function \(\mathscr{P}\) with domain \(D\) such that for any given ( \(r, s\) ) in \(D_{\mathrm{IV}}\), conditions (5.10) and (5.11) hold. Once \(\mathscr{P}\) is found, then \(S\) is given by Eq. (5.12).

Our next paper will cover the above HHP in detail. There is a close parallel here with the HP adapted to ( \(\phi_{3}, \phi_{2}\) ) defined in Sec. III A. In fact, as we shall demonstrate in the next paper, the HP adapted to ( \(\phi_{3}, \phi_{2}\) ) is equivalent to the HHP adapted to ( \(\mathscr{P}_{3}, \mathscr{P}_{2}\) ) when the polarizations of the plane waves are collinear. There is another form of the HHP that similarly generalizes the HP adapted to ( \(g_{3}, g_{2}\) ) as discused in Sec. III D, but we shall reserve that topic for a later paper.

We stress that there is no closed form of the solution of the HHP for arbitrary \(\left(\mathscr{P}_{3}, \mathscr{P}_{2}\right)\). However, we have constructed a linear integral equation of the Cauchy type which will be given in our next paper and which is equivalent to the HHP adapted to \(\left(\mathscr{P}_{3}, \mathscr{P}_{2}\right)\). We are hopeful of eventually reducing the IVP in the noncollinear case to that of solving a linear Fredholm equation of the second kind. Integral equations of this type should be effective for discovering properties of colliding gravitational plane waves.

The HHP adapted to ( \(\mathscr{P}_{3}, \mathscr{P}_{2}\) ) is also a useful starting point in the study of methods of generating new colliding gravitational plane-wave solutions from already known solutions by employing a group of transformations similar to one that the present authors \({ }^{21}\) used to construct stationary axisymmetric gravitational fields and that Ernst et al. \({ }^{22}\) used to construct colliding gravitational plane waves. We shall be developing this theme in subsequent papers.

\section*{B. On solutions that violate the colliding wave conditions}

In Secs. I-III, we did not employ all the constraints on the initial data which are imposed by the vacuum field equations. Specifically, we ignored the conditions \(\dot{r}(0)=\dot{s}(0)=0\) and the existence statements (4.7). In Ref. 1 we derived a generalization of (4.7) which is applicable to the noncollinear as well as the collinear case. \({ }^{23}\) The two existence statements in this generalization of (4.7), taken together with the conditions that \(r(u)\) and \(s(v)\) are \(\mathbf{C}^{2}\) and satisfy \(\dot{r}(0)=\dot{s}(0)=0\), will be called (as in Ref. 1) the colliding wave conditions.

In the next paper of this series we shall continue our policy of not excluding initial data functions which fail to satisfy all or some of the colliding wave conditions. There are two good reasons for this policy. One is that spectral potentials corresponding to initial data functions that violate colliding wave conditions often enter directly into the construction of families of spectral potentials which are consistent with the colliding wave conditions. For example, consider the spectral potential (5.4) for the general collinear case. The matrix function \(\mathscr{P}_{0}^{K}\), which is given by Eq. (5.5) and appears as a function in Eq. (5.4), is the spectral potential corresponding to the Kasner metric of index 0 . For this metric, \(S=I\), i.e., \(\psi=0\) throughout region IV, which implies \(\psi_{3}=0\) and \(\psi_{2}=0\). The reader can easily verify that the existence conditions (4.7) are not satisfied if \(\psi_{3}=0, \psi_{2}=0\), and \(\dot{r}(0)=\dot{s}(0)=0\).

The second reason for covering initial data functions that do not satisfy all or some of the colliding wave conditions is that we shall have occasion to consider families of initial data functions, say
\[
r(u), s(v), S^{(n)}(u, 0), S^{(n)}(0, v)
\]
where \(n\) is a real parameter set; where the colliding wave conditions are satisfied only for a certain value \(n_{0}\) of the parameter set; where the corresponding spectral potential \(\mathscr{P}^{(n)}\) is a uniformly continuous function of \(n\) (with respect to any compact subset of \(D\) ); and where it is straightforward to determine \(\mathscr{P}^{(n)}\) when \(n \neq n_{0}\), but difficult to do so when \(n=n_{0}\). One can then find \(\mathscr{P}\left(n_{0}\right)\) by first computing \(\mathscr{P}^{(n)}\)
for \(n \neq n_{0}\) and then letting \(n \rightarrow n_{0}\). We shall have the opportunity to witness this theme in future papers.
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In two space-time dimensions there are quantum fields \(\varphi\) obeying \(\square \varphi=0\), which nevertheless have nonvanishing higher truncated \(n\)-point functions. Such fields show up if one wants to adapt the theorem of Greenberg and Robinson to \(1+1\) space-time dimensions. Using the Jost-Lehmann-Dyson representation, it is shown that if either (a) \(\tilde{\varphi}(p)=0\) for spacelike momenta or (b) \(\widetilde{W}_{\varphi+\varphi}(p)\) decreases at least like \(\exp \left(-p^{2}\right)\), then the field \(\varphi\) is the sum of two local fields \(A\) and \(B\), where \(A\) is a generalized free field and \(B\) satisfies \(\square B=0\).

\section*{I. INTRODUCTION}

Let \(\varphi(x)\) be a relativistic quantum field in \(n+1\) spacetime dimensions. If \(n \geqslant 2\) and if we assume \(\tilde{\varphi}(p) \equiv 0\) for \(p^{2}<0\) (spacelike \(p\) ), then \(\varphi(x)\) is necessarily a generalized free field, i.e.,
\[
\left[\varphi_{i}(x), \varphi_{j}(y)\right]_{-}=\left(\Omega,\left[\varphi_{i}(x), \varphi_{j}(y)\right]_{-} \Omega\right),
\]
for Bose fields, respectively,
\[
\left[\varphi_{i}(x), \varphi_{j}(y)\right]_{+}=\left(\Omega,\left[\varphi_{i}(x), \varphi_{j}(y)\right]_{+} \Omega\right),
\]
for Fermi fields.
This theorem proven by Greenberg \({ }^{1}\) and Robinson \({ }^{2}\) remains true in \(1+1\) space-time dimensions, only if we exclude fields of mass zero. The reason is well known: In two dimensions there are fields obeying \(\square \varphi_{i}(x)=0\) that are not free fields in the above sense. The best known example are the Wick products of \(j_{+}=j_{0}+j_{1}\), resp. \(j_{-}=j_{0}-j_{1}\), where \(j_{\mu}(x)\) is a free conserved current (see Ref. 3 ). In the following we shall show that the two-dimensional version of the theorem holds true up to a field \(B(x)\), which fulfills \(\square B(x)=0\).

\section*{II. RESULTS}

Theorem: Let \(\varphi_{i}(x)\) be the components of a Wightman field in \(1+1\) space-time dimensions.
(a) If \(\tilde{\varphi}_{i}(p)=0\) for \(-M_{2}^{2}<p^{2}<-M_{1}^{2} \leqslant 0\) or (b) if \(\widetilde{W}_{\varphi_{i} \varphi_{i}}(p) \exp \left(\alpha p^{2}\right) \in \mathscr{S}^{\prime}\left(\mathbb{R}^{2}\right), \quad \alpha>0\) for all components \(\varphi_{i}\), then \(\varphi\) can be written as \(\varphi(x)=A(x)+B(x)\) and we have (i) \(A(x)\) is a generalized free field, i.e.,
\(\left[A_{i}(x), A_{j}(y)\right]_{(\mp)}=\left(\Omega,\left[A_{i}(x), A_{j}(y)\right]_{(\mp)} \Omega\right)\)
(ii) \(B(x)=0\),
(iii) \(\left[A_{i}(x), B_{j}(y)\right]_{(\mp)}=\left(\Omega,\left[A_{i}(x), B_{j}(y)\right]_{(\mp)} \Omega\right)\).

Remarks:
(1) Of course \(B(x)\) can be a free field too. (2) For the proof we do not have to assume that \(\varphi\) transforms covariantly under the Lorentz group. Therefore the theorem is valid also for fields \(\varphi\) with infinitely many components. But if \(\varphi\) transforms finitely covariantly then it suffices to assume \(\tilde{\varphi}(p)=0\) for two open sets contained in the right resp. left spacelike cone. (3) From our previous work \({ }^{3}\) we expect that the assumption (b) can be weakened to
( \(\left.\mathrm{b}^{\prime}\right) \tilde{W}_{\varphi_{i}{ }^{+} \varphi_{i}}(p) \exp \left(\alpha \sqrt{p^{2}}\right) \in \mathscr{S}^{\prime}\left(\mathbb{R}^{2}\right), \quad \alpha>0\),
but we did not succeed to prove it. Nevertheless the assumption (b) is weaker than the original assumption made by Greenberg and Borchers-namely, \(\widetilde{W}_{\varphi^{+}}(p)=0\) for \(p^{2}>M^{2}\).

\section*{III. PROOF OF THE THEOREM}

Depending on the statistics of the field \(\varphi\) either the commutator \(\left[\varphi_{i}(x), \varphi_{j}(y)\right]_{-}\)(Bose field) or the anticommutator \(\left[\varphi_{i}(x), \varphi_{j}(y)\right]+\) (Fermi field) vanishes for spacelike distances because of locality. The proof of the theorem will be given in four lemmas. In Lemma 1 we analyze the support of \(\left[\tilde{\varphi}\left(p_{1}\right), \tilde{\varphi}\left(p_{2}\right)\right] \Omega\). Lemma 2 characterizes the commutator. In Lemma 3 we show that the support of \(\tilde{\varphi}\) is restricted to \(\overline{V_{+} \cup V_{-}}\). This fact will be used in Lemma 4 to decompose \(\tilde{\varphi}\) according to the theorem.

For an arbitrary vector \(\Psi\) we consider
\[
\tilde{F}(p, q):=\left(\Psi,\left[\tilde{\varphi}_{i}(p / 2-q), \tilde{\varphi}_{j}(p / 2+q)\right] \Omega\right) .
\]

From the spectrum condition we know \(\widetilde{F}(p, q)=0\) if \(p \& \bar{V}_{+}\). As a first step we show the following lemma.

Lemma 1: For all \(\Psi_{1}=\left(1-P_{\Omega}\right) \Psi\) we have
\(\operatorname{supp} \widetilde{F} \subseteq\left\{p_{0}=p_{1} \geqslant 0\right\} \times\left\{q_{0}=q_{1}\right\}\)
\[
\cup\left\{p_{0}=-p_{1} \geqslant 0\right\} \times\left\{q_{0}=-q_{1}\right\}
\]
i.e., \(\widetilde{F}(p, q) \equiv 0\) unless \(p \in L_{+}=\left\{p ; p^{2}=0, p_{0}>0\right\}\) and \(q\) parallel to \(p\).

The proofs for the cases (a) and (b) differ; however, in both cases we use the Jost-Lehmann-Dyson representation.

Proof: Case ( \(a\) ): \(\widetilde{F}(p, q)\) is the Fourier transform of \((\Psi[\varphi(x-\xi / 2), \varphi(x+\xi / 2)] \Omega)\). Forfixed \(p\) thedistribution
\[
G_{p}(\xi):=\int \frac{d^{2} q}{2 \pi} e^{i q \xi} \tilde{F}(p, q)
\]
vanishes if \(\xi^{2}<0\) and we can use the JLD representation (see Ref. 4).
\[
\widetilde{G}_{p}(q, \sigma):=\int \frac{d^{2} \xi}{2 \pi} G_{\rho}(\xi) \cos \left(\sigma \sqrt{\xi^{2}}\right) e^{-i q \xi}
\]
is a solution of the wave equation \(\left(\partial_{q_{n}}^{2}\right.\) \(\left.-\partial_{q_{1}}^{2}-\partial_{\sigma}^{2}\right) \widetilde{G}_{p}(q, \sigma)=0\), symmetric in \(\sigma\). For \(\sigma=0\) we have \(\widetilde{G}_{p}(q, 0)=\widetilde{F}(p, q)\) and \(\left(\partial_{\sigma} \widetilde{G}_{p}\right)(q, 0)=0\). From our assumption (a) and for \(p \in V_{+}\)it follows that. \(\widetilde{G}_{p}(q, \sigma) \equiv 0\) and therefore \(\widetilde{F}(p, q) \equiv 0\) as has already been shown by

Greenberg \({ }^{1}\) and Robinson. \({ }^{2}\) For \(p \in L_{+}\)we get by the same methods
\[
\begin{aligned}
\operatorname{supp} \widetilde{G}_{p}(\cdot, \sigma) \subseteq & \{\lambda p: \lambda \in \mathbb{R}\} \cup p / 2 \\
& +\bar{V}_{+} \cup-p / 2-\bar{V}_{+}
\end{aligned}
\]
for all \(\sigma\). The Cauchy data of \(\widetilde{G}_{p}(q, \sigma)\) in the plane \(q_{0}=0\) are concentrated on the line \(q_{1}=0\), i.e.,
\[
\begin{aligned}
& \widetilde{G}_{p}\left(0, q_{1}, \sigma\right)=\sum_{k=0}^{N} \delta^{(k)}\left(q_{1}\right) f_{k}(\sigma), \\
& \left(\partial_{q_{0}} \widetilde{G}_{p}\right)\left(0, q_{1}, \sigma\right)=\sum_{k=0}^{N} \delta^{(k)}\left(q_{1}\right) g_{k}(\sigma) .
\end{aligned}
\]

If we express \(\widetilde{G}_{p}(q, 0)\) by its Cauchy data we realize immediately that \(\widetilde{G}_{p}(q, 0) \equiv \widetilde{F}(p, q)\) as a function of \(q\) is finite covariant with respect to Lorentz transformations. Therefore \(\operatorname{supp} \widetilde{F}(p, \cdot)\) is given by (i) \(\left\{q_{0}=q_{i}\right\}\) if \(p_{0}=p_{1}>0\), (ii) \(\left\{q_{0}=-q_{1}\right\}\) if \(p_{0}=-p_{1}>0\).

Case (b): In this case we use the same strategy as explained in our previous paper. \({ }^{3}\) Therefore we shall be very sketchy and refer the reader to Ref. 3 for the details.
\(\widetilde{F}(p, q)\) can be written as
\[
\begin{aligned}
\tilde{F}(p, q)= & \left(\Psi_{1}, \tilde{\varphi}_{i}(p / 2-q) \tilde{\varphi}_{j}(p / 2+q) \Omega\right) \\
& \overline{(+)}\left(\Psi_{1}, \tilde{\varphi}_{i}(p / 2+q) \tilde{\varphi}_{j}(p / 2-q) \Omega\right) \\
= & \widetilde{F}_{+}(p, q) \overline{(+) \widetilde{F}_{-}}(p, q)
\end{aligned}
\]
and for the supports with respect to \(q\) we have for fixed \(p \in \bar{V}_{+}\):
\[
\begin{aligned}
& \operatorname{supp} \widetilde{F}_{+}(p, \cdot) \subseteq-p / 2+\bar{V}_{+} \\
& \operatorname{supp} \widetilde{F}_{-}(p, \cdot) \subseteq p / 2-\bar{V}_{+} .
\end{aligned}
\]

From assumption (b) \(\widetilde{W}_{\varphi_{i}{ }^{+} \varphi_{i}}(p) \exp \left(\alpha p^{2}\right) \in \mathscr{S}^{\prime}\left(\mathbb{R}^{2}\right)\) for some \(\alpha>0\) and because of the Cauchy-Schwarz inequality we have
\[
\widetilde{F}_{+}(p, q) \exp \left[(\alpha / 2)(p / 2+q)^{2}\right] \in \mathscr{S}^{\prime}\left(\mathbb{R}^{4}\right)
\]
resp.
\[
\widetilde{F}_{-}(p, q) \exp \left[(\alpha / 2)(p / 2-q)^{2}\right] \in \mathscr{S}^{\prime}\left(\mathbb{R}^{4}\right)
\]

Therefore \(\tilde{F}(p, q) \cosh \left(\sigma \sqrt{q^{2}}\right)\) exists as a distribution in \(\mathscr{S}^{\prime}\left(\mathbb{R}^{4}\right) \times \mathscr{D}^{\prime}(\mathbb{R})\) with respect to \((p, q, \sigma)\). For fixed \(p\) the Fourier transform with respect to \(q\)
\[
G_{p}(\sigma, \xi)=\int \frac{d^{2} q}{2 \pi} \tilde{F}(p, q) \cosh \left(\sigma \sqrt{q^{2}}\right) e^{i q \xi}
\]
is a solution of the wave equation \(\left(\partial_{\sigma}^{2}+\partial_{\xi_{0}}^{2}-\partial_{\xi_{1}}^{2}\right) G_{p}(\sigma, \xi)=0\), symmetric in \(\sigma\). Because of locality we get for \(\sigma=0 G_{p}(0, \xi)=0\) if \(\xi^{2}<0\). Asgeirsson's lemma implies \(G_{p}(\sigma, \xi)=0\) if \(\xi^{2}<-\sigma^{2}\) and because for fixed \(p\) and \(\sigma\) the support of \(\widetilde{F}(p, q) \cosh \left(\sigma \sqrt{q^{2}}\right)\) is contained in \(-p / 2+\bar{V}_{+} \cup p / 2-\bar{V}_{+}\)we can use Araki's extension \({ }^{5}\) of JLD to show \(G_{p}(\sigma, \xi)\) for all \(\xi^{2}<0\). From our assumption (b) it follows that \(\widetilde{F}(p, q) \exp \left((\alpha / 4) q^{2}\right)\) defines a tempered distribution and can be written as
\(\widetilde{F}(p, q) \exp \left(\frac{\alpha}{4} q^{2}\right)\)
\[
=\frac{1}{\sqrt{\pi \alpha}} \int_{-\infty}^{\infty} \exp \left(-\frac{\sigma^{2}}{\alpha}\right) \widetilde{F}(p, q) \cosh \left(\sigma \sqrt{q^{2}}\right) d \sigma
\]

Therefore its Fourier transform
\[
\begin{aligned}
H_{p}(\xi) & =\int \frac{d^{2} q}{2 \pi} \tilde{F}(p, q) \exp \left(\frac{\alpha}{4} q^{2}\right) e^{i \xi q} \\
& =\frac{1}{\sqrt{\pi a}} \int G_{p}(\sigma, \xi) \exp \left(-\frac{\sigma^{2}}{\alpha}\right) d \sigma
\end{aligned}
\]
satisfies locality, i.e., \(H_{p}(\xi)=0\) if \(\xi^{2}<0\).
Furthermore as long as \(p \in V_{+}\),
\(\widetilde{F}(p, q) \exp \left((\alpha / 4) q^{2}\right) \exp \left( \pm \gamma q_{0}\right) \in \mathscr{S}^{\prime}\left(\mathbf{R}^{4}\right)\)
for some \(\gamma>0\) and therefore \(H_{p}(\xi)\) vanishes because it is analytic in \(\xi_{0}\).

Now we consider \(p \in L_{+}\), i.e., \(p_{0}=p_{1}>0\) or \(p_{0}=-p_{1}>0\). For \(p_{0}=p_{1}>0\) we have
\[
\widetilde{F}(p, q) \exp \left((\alpha / 4) q^{2}\right) \exp \left( \pm \gamma q_{-}\right) \in \mathscr{S}^{\prime}\left(\mathbb{R}^{4}\right)
\]
for some \(\gamma>0\), where \(q_{-}=q_{0}-q_{1}, q_{+}=q_{0}+q_{1}\) and therefore \(H_{p}(\xi)\) is analytic in \(\xi_{+}\)because \(q \xi=\frac{1}{2}\left\{q_{+} \xi_{-}+q_{-} \xi_{+}\right\}\). Because of locality this implies \(H_{p}(\xi)=0\) as long as \(\xi_{-} \neq 0\) and we have the representation (for fixed \(p\) )
\[
H_{p}(\xi)=\sum_{k=0}^{N} \delta^{(k)}\left(\xi_{-}\right) f_{k}\left(\xi_{+}\right)
\]
therefore \(\widetilde{F}(p, q) \exp \left((\alpha / 4) q^{2}\right)\) is a polynomial in \(q_{+}\)and because of the support properties we have \(\operatorname{supp} \widetilde{F}(p, \cdot) \subseteq\left\{q_{-}=0\right\} \quad\) if \(\quad p_{-}=0\). Starting from \(p_{0}=-p_{1}>0\) we get supp \(\widetilde{F}(p, q) \subseteq\left\{q_{+}=0\right\}\) if \(p_{+}=0\). This proves Lemma 1.

Lemma 2: For the commutator \(\left[\varphi_{i}(x-\xi / 2)\right.\), \(\left.\varphi_{j}(x+\xi / 2)\right]\) we have (a) \(\square_{x}[\varphi(x-\xi / 2), \varphi(x+\xi /\) 2) \(]=0, \quad\) (b) \(\quad[\varphi(x-\xi / 2), \quad \varphi(x+\xi / 2)]\) \(=\Delta(\xi)+C_{+}\left(x_{+}, \xi\right)+C_{-}\left(x_{-}, \xi\right)\), where \(C_{+}, C_{-}\)are the nontrivial parts, and \(\Delta\) is the VEV of the commutator. (c) For the Fourier transforms \(\widetilde{C}_{ \pm}(p, q)\) we have \(\widetilde{C}_{+}(p, q)=\delta\left(p_{+}\right) \widehat{C}_{+}\left(p_{-}, q\right), \quad \operatorname{supp} \widehat{C}_{+}^{ \pm}\left(p_{-}, \cdot\right) \subseteq\left\{q_{+}=0\right\}\) and \(\widetilde{C}_{-}(p, q)=\delta\left(p_{-}\right) \widehat{C}_{-}\left(p_{+}, q\right), \quad \operatorname{supp} \widehat{C}_{-}\left(p_{+}, \cdot\right)\) \(\subseteq\left\{q_{-}=0\right\}\).

Proof: (a) \(\left[\tilde{\varphi}_{i}(p / 2-q), \tilde{\varphi}_{j}(p / 2+q)\right] \Omega \equiv 0\) unless \(p^{2}=0\) and because of positivity this implies \(p^{2}\left[\tilde{\varphi}_{i}(p / 2-q), \tilde{\varphi}_{j}(p / 2+q)\right] \Omega \equiv 0\). This proves (a) because of the Reeh-Schlieder theorem. (b) From \(\square_{x}=\partial_{x_{1}}^{2}-\partial_{x_{1}}^{2}=\frac{1}{4} \partial_{x_{+}} \partial_{x_{-}}\)it follows
\[
\begin{aligned}
& {[\varphi(x-\xi / 2), \varphi(x+\xi / 2)] } \\
&=(\Omega[\varphi(x-\xi / 2), \varphi(x+\xi / 2)] \Omega)+C_{+}\left(x_{+}, \xi\right) \\
&+C_{-}\left(x_{-}, \xi\right) \text { with }\left(\Omega, C_{ \pm}\left(x_{ \pm}, \xi\right) \Omega\right) \equiv 0 .
\end{aligned}
\]

This proves (b), and (c) is an immediate consequence of (b) and Lemma 1.

Lemma 3: (a) For \(f \in \mathscr{S}\left(\mathbb{R}^{2}\right)\) and for all momenta \(r\) with \(r^{2} \neq 0\) we have
\[
[\varphi(f), \tilde{\varphi}(r)]=[\Omega,[\varphi(f), \bar{\varphi}(r)] \Omega)
\]
(b) \(\operatorname{supp} \tilde{\varphi} \subseteq \overline{V_{+} U V_{-}}\).

Proof: (a) Because of Lemma 2,
\[
\begin{aligned}
& {[\tilde{\varphi}(p / 2-q), \tilde{\varphi}(p / 2+q)]} \\
& \\
& \quad-(\Omega[\tilde{\varphi}(p / 2-q), \tilde{\varphi}(p / 2+q)] \Omega) \\
& \quad=\delta\left(p_{+}\right) \widehat{C}_{+}\left(p_{-}, q\right)+\delta\left(p_{-}\right) \widehat{C}_{-}\left(p_{+}, q\right) \\
& \quad \equiv 0
\end{aligned}
\]
unless \(p_{+}=0\) and \(q_{+}=0\) or \(p_{-}=0\) and \(q_{-}=0\). But if \(p_{+}=0, \quad q_{+}=0 \quad\) or \(\quad p_{-}=0, \quad q_{-}=0\) then \(r^{2}=(p /\) \(2+q)^{2}=0\). This proves (a). (b) Take \(f, g \in \mathscr{P}\left(\mathbb{R}^{2}\right)\) and \(\operatorname{supp} \tilde{g} \subseteq\left\{p^{2}<0\right\} \quad\) then \([\varphi(f), \varphi(g)]=0 \quad\) because \((\Omega,[\varphi(f), \varphi(g)] \Omega)\) vanishes. Therefore \(\varphi(g) \varphi\left(f_{N}\right)\) \(\cdots \varphi\left(f_{1}\right) \Omega \equiv 0\) because of the spectrum condition. This proves (b).

Remark: The support properties of \(\tilde{\varphi}\) suggest to write \(\varphi\) as a sum of two fields \(A\) and \(B\) such that \(\varphi(x)=A_{\epsilon}(x)+B_{\epsilon}(x)\) and \(\widetilde{B}_{\epsilon}(p)=0\) if \(p^{2}>\frac{3}{2} \epsilon\), respectively, \(\tilde{A}_{\epsilon}(p)=0\) if \(p^{2}<\epsilon / 2\). Normally such a decomposition will destroy locality, but because of the commutation relations given in Lemma 3(a) locality will be preserved.

With the help of the above three lemmas we can finally prove the theorem namely by use of the following lemma.

Lemma 4: The field \(\varphi(x)\) can be written as \(\varphi=A+B\) with (i) \(A(x)\) is a generalized free field, i.e.,
\[
\left[A_{i}(x), A_{j}(y)\right]=\left(\Omega,\left[A_{i}(x), A_{j}(y)\right] \Omega\right) .
\]
(ii) \(B(x)=0\),
(iii) \(\left[A_{i}(x), B_{j}(y)\right]=\left(\Omega,\left[A_{i}(x), B_{j}(y)\right] \Omega\right)\).

Proof: As indicated above we write in momentum space \(\tilde{\varphi}(p)=\chi_{\epsilon}\left(p^{2}\right) \tilde{\varphi}(p)\)
\[
+\left[1-\chi_{\epsilon}\left(p^{2}\right)\right] \tilde{\varphi}(p)=\tilde{A}_{\epsilon}(p)+\widetilde{B}_{\epsilon}(p)
\]
where \(0 \leqslant \chi \epsilon(s)=\chi(s / \epsilon) \in C^{\infty}, 0 \leqslant \chi^{\prime}(s) \in \mathscr{D}\left(\left[\frac{1}{2}, \frac{3}{2}\right]\right)\) and
\[
\chi(s)=\left\{\begin{array}{lll}
0, & \text { if } & s<\frac{1}{2} \\
1, & & s>\frac{3}{2}
\end{array}\right.
\]

Because of Lemma 3 we have the following commutation relations:
\[
\begin{aligned}
& {\left[A_{\epsilon}(x), A_{\epsilon}(y)\right]=\left(\Omega,\left[A_{\epsilon}(x), A_{\epsilon}(y)\right] \Omega\right),} \\
& {\left[A_{\epsilon}(x), B_{\epsilon}(y)\right]=\left(\Omega,\left[A_{\epsilon}(x), B_{\epsilon}(y)\right] \Omega\right),}
\end{aligned}
\]
and
\[
\begin{aligned}
& {\left[B_{\epsilon}(x), B_{\epsilon}(y)\right]-\left(\Omega,\left[B_{\epsilon}(x), B_{\epsilon}(y)\right] \Omega\right)} \\
& \quad=C_{+}((x+y) / 2, x-y)+C_{-}((x+y) / 2, x-y)
\end{aligned}
\]
independent of \(\epsilon\) and given by
\[
=[\varphi(x), \varphi(y)]-(\Omega,[\varphi(x), \varphi(y)] \Omega)
\]

Therefore \(A_{\epsilon}\) and \(B_{\epsilon}\) define fields which fulfill locality. As \(\epsilon\) goes zero the limits of the various commutators exist and therefore the limiting fields \(A(x)\) and \(B(x)\) exist too. Because of positivity \(\square B(x) \Omega\) must be zero. This proves Lemma 4.
\({ }^{1}\) O. W. Greenberg, "Heisenberg fields which vanish on domains of momentum space," J. Math. Phys. 3, 859 (1962).
\({ }^{2}\) D. W. Robinson, "Support of a field in momentum space," Helv. Phys. Acta 35, 403 (1962).
\({ }^{3} \mathrm{~K}\). Baumann, "On the two-point functions of interacting Wightman fields," J. Math. Phys. 27, 828 (1986).
\({ }^{4}\) A. S. Wightman, "Analytic functions of several complex variables, in Relations de Dispersion et Particules Elémentaires, edited by C. De Witt and R. Omnès (Hermann, Paris, 1960).
\({ }^{5}\) H. Araki, "A generalization of Borchers theorem," Helv. Phys. Acta 36, 132 (1963).

\title{
Hyperfunction quantum field theory: Basic structural results
}

\author{
Erwin Brüning \\ Department of Physics, Princeton University, Princeton, New Jersey 08544 \\ Shigeaki Nagamachi \\ Technical College, Tokushima University, Tokushima 770, Japan
}
(Received 23 February 1989; accepted for publication 5 April 1989)

\begin{abstract}
The choice of the class \(E^{\prime}\) of generalized functions on space-time in which to formulate general relativistic quantum field theory (QFT) is discussed. A first step is to isolate a set of conditions on \(E^{\prime}\) that allows a formulation of QFT in otherwise the same way as the original proposal by Wightman [Ark. Fys. 28, 129 (1965)], where \(E^{\prime}\) is the class of tempered distributions. It is stressed that the formulation of QFT in which \(E^{\prime}\) equals the class of Fourier hyperfunctions on space-time meets the following requirements: (A) Fourier hyperfunctions generalize tempered distributions thus allowing more singular fields as suggested by concrete models; (B) Fourier hyperfunction quantum fields are localizable both in space-time and in energy-momentum space thus allowing the physically indispensable standard interpretation of Poincaré covariance, local commutativity, and localization of energy-momentum spectrum; and ( \(C\) ) in Fourier hyperfunction quantum field theory almost all the basic structural results of "standard" QFT (existence of a PCT operator, spin-statistics theorems, existence of a scattering operator, etc.) hold. Finally, a short introduction to that part of Fourier hyperfunction theory needed in this context is given.
\end{abstract}

\section*{I. INTRODUCTION}

\section*{A. Some motivation}

A formulation of general relativistic quantum field theory (QFT) always has to start with a decision about the choice of the test-function space. For well known reasons the traditional choice for the test-function space \(E\) is
\[
\begin{equation*}
E=\mathscr{S}\left(\mathbb{R}^{4}, V\right) \simeq \mathscr{S}\left(\mathbb{R}^{4}\right) \otimes V, \tag{1.1}
\end{equation*}
\]
where \(V\) is a finite-dimensional vector space and \(\mathscr{S}\left(\mathbb{R}^{4}\right)\) is the Schwartz space of all \(C^{\infty}\) functions on space-time \(\mathbb{R}^{4}\) that decay together with all their derivatives faster than any (polynomial) \({ }^{-1}\) (see Refs. 1-3).

Since the early days of QFT, for various reasons, there has been some discussion on this choice in the literature. Later we will discuss some of these proposals. The main reason for considering other test-function spaces are indications coming from model constructions that one has to admit (A) that there are more singular than tempered fields, respectively, stronger growth properties of the fields in energy-momentum space. This requirement is fulfilled by a test-function space \(E\) if the elements of \(E\) are "smoother" in coordinate space and decay more rapidly in energy-momentum space than those in \(\mathscr{S}\left(\mathbb{R}^{4}\right)\). If one has a choice for the test-function space \(E\) that meets requirements (A) one usually gets into trouble with (B) an unambiguous and clear motion of localization in coordinate and momentum space, and accordingly not much is then known about (C) the permanence of the basic structural results known in QFT for tempered fields (more details follow later).

In this paper we want to show that there is a test-function space \(E\) that satisfies all three requirements (A)-(C). This test-function space
\[
\begin{equation*}
E=\mathscr{O}_{\sim}\left(\mathbb{D}^{4}, V\right) \tag{1.2}
\end{equation*}
\]
is defined and described in Sec. II. Elements of its topological dual \(E^{\prime}\) are called "Fourier hyperfunctions."

The suggestion to use a Fourier hyperfunction in quantum field theory has been made by Nagamachi and Mugibayashi in a series of papers. \({ }^{4-7}\) This first suggestion is, at least for nonexperts in (Fourier) hyperfunctions, not always very transparent and clear, thus hiding in part its main achievements.

Accordingly one goal of this paper is to give a short but clear and complete introduction to QFT in terms of Fourier hyperfunctions. In particular, we present a more transparent (for nonexperts in hyperfunctions) account of the highly nontrivial fact that QFT in terms of Fourier hyperfunctions can deal very well in a "good physical understanding" with the localization problem in coordinate and momentum space [point (B) above] though the underlying space of test functions contains no elements of compact support, neither in coordinate nor in momentum space.

An important hint in favor of QFT in terms of Fourier hyperfunctions comes from the construction of concrete models. This has been discussed in more detail by Wightman. \({ }^{8}\)

\section*{B. Quantum fields and their dependence on the testfunction space}

We begin by recalling the defining assumptions of general quantum field theory. For reasons that will become evident later we present here a variation of the set of assumptions proposed by Gårding and Wightman. In order to stress our point of view that the choice of the space of test functions is at one's disposal according to the problems at hand we start by isolating a list of conditions on a space \(E\) of functions
on space-time in order that \(E\) be "admissible" as a test-function space of a relativistic quantum field theory.
( \(H_{0}\) ) The test-function space \(E\) :
(a) The test-function space \(E\) is a locally convex topological vector space of functions on space-time \(\mathbb{R}^{4}\).
(i) \(E\) admits the Fourier transformation \(\mathscr{F}\) as an isomorphism of topological vector spaces.
(ii) For continuous linear functionals on \(E\) and on \(\widetilde{E}=\mathscr{F} E\) the notion of support is available.
(b) On \(E\) and on \(\widetilde{E}\) continuous involutions \(f \rightarrow f^{*}\) are defined satisfying \((\mathscr{F} f)^{*}=\mathscr{F}\left(f^{*}\right)\), for all \(f \in E\).
(c) The vector space \(E\) has a \(Z_{2}\) grading and is accordingly decomposed into subspaces of "even" and "odd" elements:
\[
E=E_{0} \oplus E_{1}
\]
(d) The universal covering group \(G=\mathrm{iSL}(2, \mathrm{C})\) of the Poincaré group acts on \(E\) by continuous linear maps \(\alpha_{g}\) : \(E \rightarrow E, g \in G\), such that, for all \(f \in E\) and all \(g \in G\),
(i) \(\alpha_{g}(f)^{*}=\alpha_{g}\left(f^{*}\right)\),
(ii) \(g \rightarrow \alpha_{g}(f)\) is a differentiable map \(G \rightarrow E\),
(iii) \(\alpha_{g}\) preserves the grading.
( \(H_{1}\) ) Fields over E or fields with test-function space E: A field \(A\) over such a vector space \(E\) with state space \(\mathscr{H}\), domain \(\mathscr{D}\), and cyclic unit vector \(\Phi_{0}\) is specified in the following way.
(a) The state space is a (separable) complex Hilbert space \(\mathscr{H}\).
(b) The domain \(\mathscr{D}\) is a dense subspace of \(\mathscr{H}\) containing the cyclic vector \(\Phi_{0}\).
(c) The field \(A\) is a linear map form \(E\) into the algebra \(L(\mathscr{D}, \mathscr{D})\) of linear operators \(\mathscr{D} \rightarrow \mathscr{D}\) such that the following conditions hold.
(i) For all \(\Phi, \Psi \in \mathscr{D}, f \rightarrow(\Phi, A(f) \Psi)\) is a continuous linear map \(E \rightarrow \mathbb{C}\).
(ii) For each \(f \in E\), the adjoint operator \(A(f)^{*}\) of the densely defined operator \(A(f)\) in \(\mathscr{H}\) is an extension of \(A\left(f^{*}\right)\) :
\(A\left(f^{*}\right) \subset A(f)^{*}\).
(iii) The linear span
\[
\begin{gathered}
\mathscr{D}_{0}=\operatorname{lin} \operatorname{span}\left\{\Phi_{0}, A\left(f_{j_{1}}\right) \cdots A\left(f_{j_{n}}\right) \Phi_{0} \mid f_{j_{i}} \in E\right. \\
n=1,2, \ldots\}
\end{gathered}
\]
is dense in \(\mathscr{H}\).
\(\left(\mathrm{H}_{2}\right)\) Poincaré covariance: A field ( \(A, \mathscr{H}, \mathscr{D}, \Phi_{0}\) ) over \(E\) is said to be Poincare covariant if and only if there is a unitary continuous representation \(U\) of \(G=\operatorname{iSL}(2, \mathrm{C})\) on the Hilbert space \(\mathscr{H}\) such that, for all \(g \in G\) and all \(f \in E\),
\[
\begin{aligned}
& U(g) \mathscr{D}=\mathscr{D} \\
& U(g) A(f) U(g)^{*}=A\left(\alpha_{g} f\right)
\end{aligned}
\]
( \(H_{3}\) ) Energy-momentum spectrum \(\Sigma\) : The energy-momentum spectrum \(\Sigma\) of the theory equals the spectrum \(\sigma(P)\) of the infinitesimal generator \(P=\left(P^{0}, P^{1}, P^{2}, P^{3}\right)\) of the time-space translations in the representation \(U\), i.e.,
\[
U(a, 1)=e^{i a \cdot P}, \quad a \in \mathbb{R}^{4}
\]

It is contained in the closed "forward light cone"
\[
\bar{V}_{+}=\left\{\left(q^{0}, \mathbf{q}\right) \in \mathbb{R}^{4}\left|q^{0} \geqslant|\mathbf{q}|, \quad \mathbf{q} \in \mathbb{R}^{3}\right\}\right.
\]
and contains the origin, i.e., \(0 \in \Sigma \subset \bar{V}_{+}\).
( \(H_{4}\) ) Locality (local commutativity): The restrictions \(A_{\alpha}\) of \(A\) to \(E_{\alpha}, \alpha=0,1\), satisfy, for all \(\alpha, \beta \in\{0,1\}\),
\[
\operatorname{supp}\left\langle A_{\alpha}, A_{\beta}\right\rangle \subset K
\]
where
\[
K=\left\{(x, y) \in \mathbb{R}^{4} \times \mathbb{R}^{4} \mid y-x \in \bar{V}=\bar{V}_{+} \cup\left(-\bar{V}_{+}\right)\right\}
\] and where \(\left\langle A_{\alpha}, A_{\beta}\right\rangle: E_{\alpha} \times E_{\beta} \rightarrow L(\mathscr{D}, \mathscr{D})\) is defined by
\[
\begin{aligned}
\left\langle A_{\alpha}, A_{\beta}\right\rangle\left(f_{\alpha}, f_{\beta}\right)= & A_{\alpha}\left(f_{\alpha}\right) A_{\beta}\left(f_{\beta}\right) \\
& -\sigma_{\alpha \beta} A_{\beta}\left(f_{\beta}\right) A_{\alpha}\left(f_{\alpha}\right)
\end{aligned}
\]
with \(\sigma_{\alpha \beta} \in\{1,-1\}\), usually \(\sigma_{\alpha \beta}=(-1)^{\alpha \beta}\).
\(\left(H_{5}\right)\) Uniqueness of the vacuum state: The subspace \(\mathscr{H}_{0}\) of all translation invariant states in \(\mathscr{H}\), i.e.,
\[
\mathscr{H}_{0}=\left\{\Psi \in \mathscr{H} \mid U(a, 1) \Psi=\Psi, \text { for all } a \in \mathbb{R}^{4}\right\}
\]
is one dimensional and is generated by the cyclic unit vector \(\Phi_{0}\) :
\(\mathscr{H}_{0}=C \Phi_{0}\).
Conditions \(\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{5}\right)\) characterize a relativistic quantum field \(A\) over \(E\).

Remark 1.1:
(a) For well known reasons the original choice for the test-function space \(E\) was \(E=\mathscr{S}\left(\mathbf{R}^{4}, V\right)\), where \(V\) is some finite-dimensional vector space depending on the "type of fields" under discussion. Here the type of a field is specified by its transformation properties with respect to \(G\), i.e., by \(\alpha_{g}\), \(g \in G\). Clearly this test-function space satisfies condition \(\left(\mathrm{H}_{0}\right)\).
(b) Notice that by an appropriate choice of the testfunction space \(E\) (together with the action \(\alpha\) of \(G\) on \(E\) and the involution *) the general case of a finite number of scalar, vector, tensor, and/or spinor fields as well as the case of non-Hermitian fields is covered by our formulation.
(c) Sometimes the spectral assumption \(\left(\mathrm{H}_{3}\right)\) is strengthened by the requirement that the point \(p=0\) be isolated in \(\Sigma\).
(d) The realization of the locality condition ( \(\mathrm{H}_{4}\) ) [and the spectral condition \(\left(\mathrm{H}_{3}\right)\) ] depends on the test-function space \(E\). If \(E\) contains functions on space-time with compact support this is understood in the obvious way. Otherwise an appropriate interpretation of this condition has to be given.

In any case, \(\left(\mathrm{H}_{4}\right)\) says that the bilinear functional
\[
(f, g) \rightarrow\left(\Psi,\left(A_{\alpha}, A_{\beta}\right\rangle(f, g) \Phi\right)
\]
on \(E \times E\) has its "support" in \(K\) for any \(\Psi, \Phi \in \mathscr{D}\).
The value of \(\sigma_{\alpha \beta} \in\{1,-1\}\) has to be specified according to the type of fields in agreement with the "spin and statistics" theorem.
(e) It is mainly part (ii) of condition (a) in the characterization ( \(\mathrm{H}_{0}\) ) of an "admissible" test-function space that prevents an easy and/or obvious choice of \(E\) besides the traditional one [(1.1)].

Clearly one was well aware already at the beginning of general QFT that the choice of the underlying space of test functions is not only a technical assumption but also has implications of physical relevance.
(1) The allowed growth properties for a field and its
singular behavior depend on the test-function space [i.e., point (A)].
(2) Accordingly the class of interactions that can be controlled depends on the test-function space (distinction between "renormalizable" and "nonrenormalizable" interactions).
(3) The concrete realization of the locality and spectral condition depends on the test-function space.

For further details on points (1) and (2) we refer the reader to Refs. 8 and 9. Point (3) will be discussed in considerable detail in a later section. The localization problem in connection with the choice of the test-function space is also discussed in Sec. 15.5 of Ref. 3.

As a last but important point we want to recall that for the usual choice (1.1) of the test-function space \(E\) there are still no "nontrivial" models of relativistic quantum fields on physical space-time.

These are some reasons for considering QFT over testfunction spaces other than the traditional one. Further reasons are presented in Refs. 8 and 9. Accordingly several attempts have been made in this direction, which we want to review briefly. Before doing this, however, we want to stress that any interesting modification of the test-function space \(E\) should still allow us to deduce all the structural results of QFT or at least most of them in order to meet requirement (C).

These structural results of QFT we have in mind here are (1) the existence of a PCT operator, (2) the connection between spin and statistics, (3) the existence of a scattering operator, and some further important but more technical results: (4) the cluster property, (5) analyticity results, (6) the global nature of local commutativity, (7) the general form of the two-point function, (8) the Borchers class of a field, (9) the Jost-Schroer theorem, (10) Euclidean reformulation, and (11) dispersion relations. The proofs of these results as given in the literature \({ }^{1-3}\) usually seem to rely on the assumption of "temperedness" in an essential way. Nevertheless it is possible to prove some of these results also for various test-function spaces other than \(E=\mathscr{S}\left(\mathbb{R}^{4}, V\right)\) as our review will show.

For the test-function space (1.2) for Fourier hyperfunctions we will prove the results (1), (2), and (4)-(9). The remaining points (3), (10), and (11) will be discussed in the last section.

The main sources of difficulties in proving these statements are (i) that there are no test functions of compact support and (ii) that continuous linear functionals on \(\mathscr{O}\left(\mathbb{D}^{4}, V\right)\) we have a "support at infinity."

\section*{C. A short review}

In 1967, Jaffe \({ }^{10}\) seems to have been the first to consider the choice of test-function spaces for relativistic quantum fields systematically. In order to be able to realize the locality condition in the traditional way he determined a class of function spaces \(E_{J}\) on energy-momentum space \(\mathbb{R}^{4}\) such that (i) \(\mathscr{D}\left(\mathbb{R}^{4}\right) \subset E_{J} \subset \mathscr{S}\left(\mathbb{R}^{4}\right)\), and (ii) \(\mathscr{F} E_{J}\), i.e., the space of Fourier transforms of elements in \(E_{J}\), contains (enough) functions of compact support.

Somewhat later (1969) Iofa and Fainberg \({ }^{11}\) proposed using a test-function space \(E_{I}=E_{I}\left(\mathbb{R}^{4}\right)\) of entire functions that are polynomially decreasing in any strip \(\left|\operatorname{Im} z_{j}\right|<\delta\), \(\delta>0\). Since such a space does not contain any function on space-time of compact support the localization of the fields is not possible in the usual sense. Accordingly they are called nonlocalizable fields. Clearly the locality condition ( \(\mathbf{H}_{4}\) ) also cannot be formulated in a natural way for such fields. Nevertheless several structural properties [(4) and (5)] could be proved and some others [(1) and (2)] were indicated in such a theory.

In 1971, Constantinescu observed \({ }^{2}\) that localizability of the fields in the above sense and locality of the fields according to \(\left(\mathrm{H}_{4}\right)\) are different notions. He explained this on the level of two-point functions. However, this is not sufficient for the locality of the whole theory. Constantinescu proposed an inductive limit space \(E_{C}\left(\mathbb{R}_{p}^{4}\right)\) of \(C^{\infty}\) functions on energy-momentum space such that \(\mathscr{D}\left(\mathbb{R}^{4}\right)\) \(\subset E_{C} \subset \mathscr{P}\left(\mathbb{R}^{4}\right)\) and \(\mathscr{F} E_{C}\) consists of test functions \(f\) holomorphic in some strip \(\left|\operatorname{Im} z_{j}\right|<\delta, \delta=\delta(f)>0\). He proves some structural properties of QFT and discusses some others.

Finally there is a series of papers by Lücke concerning the choice of the test-function space and the corresponding realization of the locality condition \(\left(\mathrm{H}_{4}\right)\) as well as the structural properties (1)-(10). A recent source of information about this and further references is Ref. 13.

Lücke proposes to take the Gel'fand spaces \(\mathscr{S}^{5}\left(\mathbb{R}^{4}\right)\), \(0 \leqslant s<\infty\), on space-time, defined and studied in Chap. IV of Ref. 14 as test-function spaces for QFT. If \(s>1\), then \(\mathscr{S}^{s}\left(\mathbb{R}^{4}\right)\) contains enough \(C^{\infty}\) functions of compact support; hence localization in the usual sense is possible and thus the usual realization of the locality condition ( \(\mathrm{H}_{4}\) ). If, however, \(s \leqslant 1\), then the space \(\mathscr{J}^{s}\left(\mathbb{R}^{4}\right)\) consists of holomorphic functions (entire functions for \(0 \leqslant s<1\) ) and hence localizability is lost for such test functions. In this case fields are again called nonlocalizable fields.

The locality condition ( \(\mathrm{H}_{4}\) ) is accordingly replaced by the assumption that the fields are "essentially local" which means that "sufficiently many" matrix elements of the (anti-) commutator of the field operators \(\left[A\left(x_{1}\right), A\left(x_{2}\right)\right]_{ \pm}\) are locally continuous on \(K\) with respect to \(\mathscr{S}^{5}\left(\mathbb{R}^{4}\right) .{ }^{15}\) Since permutation symmetry of the Wightman functions can be proved for essentially local fields, \({ }^{16}\) some of the structural properties follow also for this class of fields over \(\mathscr{S}^{5}\left(\mathbb{R}^{4}\right)\), \(s \leqslant 1 .^{13}\)

However, on one side it can be shown that there is no clear and unambiguous notion of support for \(F \in \mathscr{S}^{5}\left(\mathbb{R}^{4}\right)^{\prime}\), \(0 \leqslant s<1 .{ }^{13}\) On the other side we think it to be important that in QFT a sensitive mathematical formulation of the locality condition ( \(\mathrm{H}_{4}\) ) has to realize the idea that the (anti-) commutator of the field operators has its "support" only inside \(K\). Therefore we think that our point (B) above is really indispensable and accordingly explain this point for the testfunction space (1.2) in some detail. In particular, we will explain that the notion of support for Fourier hyperfunctions (Sec. II D) used in its realization is a straightforward generalization of the notion of support for distributions and thus provides a genuine realization of the locality condition.

\section*{II. FOURIER HYPERFUNCTIONS}

\section*{A. Introduction}

This section introduces the notions and explains the results from Fourier hyperfunction theory that we are going to use. For proofs we clearly have to refer to the literature. \({ }^{6,17,18}\)

Recall that the main original motivation for introducing distributions came from the theory of linear partial differential operators with constant coefficients. \({ }^{19}\) Similarly hyperfunctions have proved to be an appropriate frame for the theory of linear partial differential operators with real analytic coefficients and those that have "regular singularities." 20

Hyperfunctions are finite sums of boundary values of certain analytic functions. \({ }^{21}\) Thus hyperfunctions generalize distributions. They admit the same basic operations (differentiation, integration, and convolution) as distributions. Just as distributions do, they have a "good notion" of localization (which agrees with the known localization properties of distribution if applied to them).

In contrast to distributions, hyperfunctions admit a canonical definition of a product (at least in the simplest case) and this may turn out to be of great importance in applications to QFT.

However, in general, hyperfunctions do not admit a canonical definition of Fourier transform as an isomorphism. Some "growth restrictions at infinity" are needed for this. A way to achieve this is to compactify the underlying space \(\mathbb{R}^{n}\). The radial compactification \(\mathbb{D}^{n}\) of \(\mathbb{R}^{n}\) has proved to be very useful here. It is defined in a natural way as follows: Let \(S_{\infty}^{n-1}\) be the \((n-1)\)-dimensional sphere at infinity, which is homeomorphic to the unit sphere \(S^{n-1}=\left\{x \in \mathbb{R}^{n}| | x \mid=1\right\}\) by the mapping \(x \rightarrow x_{\infty}\), where the point \(x_{\infty} \in S_{\infty}^{n-1}\) lies on the ray connecting the origin with the point \(x \in S^{n-1}\). The set \(\mathbb{R}^{n} \cup S_{\infty}^{n-1}\) equipped with its "natural topology" (a fundamental system of the neighborhood of \(x_{\infty}\) is given by all open cones of arbitrary vertex generated by an arbitrary open neighborhoods of \(x_{\infty}\) in \(S_{\infty}^{n-1}\) ) is denoted by \(\mathrm{D}^{n}\). \({ }^{17}\)

A natural extension of hyperfunctions on \(\mathbb{R}^{n}\) to \(\mathbb{D}^{n}\) leads to Fourier hyperfunctions. It turns out that Fourier hyperfunctions have all the properties of hyperfunctions and, in addition, the Fourier transformation is an isomorphism for them.

The realization of the idea that hyperfunctions on \(\mathbb{R}^{n}\) (and on \(\mathbb{D}^{n}\) ) are finite sums of boundary values of analytic functions is immediate for the case of one variable ( \(n=1\) ). For \(n \geqslant 2\) variables, however, we have to meet serious complications as a result of the considerably more complicated theory of analytic functions of more than one variable. New phenomena of analytic continuation cause the main complication in introducing an appropriate notion of boundary value in the \(n \geqslant 2\) variable case. The first approach for a "good" notion of boundary values of holomorphic functions of several variables is due to Sato. \({ }^{22} \mathrm{He}\) introduced this notion by considering sheaves of germs of analytic functions and their relative cohomology. \({ }^{23}\) Later it was realized how to introduce a hyperfunction without using cohomology theory. \({ }^{24-27}\) According to Sec. I it is clear in QFT we prefer this second approach adapted to Fourier hyperfunctions in
which Fourier hyperfunctions are defined as continuous linear functionals on some space of functions.

\section*{B. The test-function space for Fourier hyperfunctions}

The spaces of test functions we are going to use later are
\[
\begin{equation*}
E=\mathscr{O}\left(\mathbb{D}^{n}, V\right) \simeq \mathscr{O}\left(\mathbb{D}^{n}\right) \otimes V \tag{2.1}
\end{equation*}
\]
with some finite-dimensional vector space \(V\) and an inductive limit space of functions on \(\mathrm{D}^{n}\) for \(n=4\), which we describe now. By reasons that will become obvious soon we introduce and study the spaces
\[
\begin{equation*}
\underset{\sim}{\mathscr{O}}(K), \quad K \subset \mathbb{D}^{n} \text { closed } \tag{2.2}
\end{equation*}
\]

Let \(\left\{U_{m}, \quad m \in \mathbb{N}\right\}\) be a fundamental sequence of neighborhoods of \(K\) in \(\mathbb{Q}^{n}=\mathbb{D}^{n}+i \mathbb{R}^{n}\). Then let \(\mathscr{O}_{c}^{m}\left(U_{m}\right)\) be the Banach space of functions \(f\) analytic on \(U_{m} \cap \mathbb{C}^{n}\) and continuous on \(\bar{U}_{m} \cap \mathbb{C}^{n}\) such that
\[
\begin{equation*}
\|f\|_{m}=\sup _{z \in U_{m} \cap \mathbb{C}^{n}}|f(z)| e^{|z| / m} \tag{2.3}
\end{equation*}
\]
is finite. The space \(\mathcal{O}(K)\) is now defined as the inductive limit of the Banach spaces \(\mathscr{O}_{c}^{m}\left(U_{m}\right)\) :
\[
\begin{equation*}
\underset{\sim}{\mathscr{O}}(K)=\underset{m \rightarrow \infty}{\text { ind } \lim _{c}} \mathscr{O}_{c}^{m}\left(U_{m}\right) . \tag{2.4}
\end{equation*}
\]

The following propositions collect some properties of the space \(\mathscr{O}(K)\) of a rapidly decreasing analytic function on \(K\) that are used in QFT.

Proposition 2.1: (a) \(\mathscr{O}(K)\) is a DFS space (a dual Fré-chet-Schwartz space).
(b) \(\mathcal{O}\left(\mathbb{D}^{n}\right)\) is nuclear and barreled.
(c) \(\otimes^{n} \underset{\sim}{O}(\mathbb{D})\) is dense in \(\underset{\sim}{\mathscr{O}}\left(\mathbb{D}^{n}\right)\) and \(\hat{\otimes}^{n} \mathscr{O}(\mathbb{D})\) \(=\mathscr{O}\left(\mathrm{D}^{n}\right)\).

And, as a consequence, we have the following proposition.

Proposition 2.2: Let \(M\) be a separately continuous \(n\)-linear form on \(\mathscr{O}\left(\mathbb{D}^{m}\right)^{n}=\mathscr{O}\left(\mathbb{D}^{m}\right) \times \cdots \times \underset{\sim}{\mathcal{O}}\left(\mathbb{D}^{m}\right)\). Then the following conditions hold.
(a) \(M: \mathscr{O}\left(\mathbb{D}^{m}\right)^{n} \rightarrow \mathbb{C}\) is jointly continuous.
(b) There is a unique continuous linear form \(F\) on \(\underset{\sim}{\mathcal{O}}\left(\mathbb{D}^{m n}\right)\) such that, for all
\[
\begin{aligned}
& f_{i} \in \mathcal{O}\left(\mathbb{D}^{m}\right), \\
& M\left(f_{1}, \ldots, f_{n}\right)=F\left(f_{1} \otimes \cdots \otimes f_{n}\right) .
\end{aligned}
\]

For the proofs of these results we refer to Refs. 4 and 5. Note that the "kernel theorem" for this space [part (b) of Proposition 2.2] can be proved in an elementary way by using the explicit characterization of the topological dual \(\mathcal{O}\left(\mathbb{D}^{m n}\right)\), obtained in Sec. II C.

The following proposition is concerned with the Fourier transformation.

Proposition 2.3: The Fourier transformation \(\mathscr{F}\) is well defined on \(\mathscr{\sim}\left(\mathbf{D}^{n}\right)\) by
\[
\begin{equation*}
(\mathscr{F} f)(p)=(2 \pi)^{-n / 2} \int e^{i p \cdot x} f(x) d x \tag{2.5}
\end{equation*}
\]
where \(\mathscr{F}\) is an isomorphism of the topological vector space \(\mathscr{\sim}\left(\mathbb{D}^{n}\right)\) with inverse
\[
\begin{equation*}
(\overline{\mathscr{F}} f)(x)=(2 \pi)^{-n / 2} \int e^{-i p \cdot x} \tilde{f}(p) d p \tag{2.6}
\end{equation*}
\]

Proof: Clearly it suffices to consider the case \(n=1\). Here \(f \in \mathcal{O}(\mathbb{D})\) means \(f \in \mathcal{O}_{c}^{m}\left(U_{m}\right) \equiv \mathscr{O}_{m}\) for some \(m\), where \(U_{m}\) \(=\tilde{D}+i(-1 / m, 1 / m)\). Then for all \(k=p+i q \in \mathbb{C} \cap U_{m+1}\) we obtain, from (2.5),
\[
|(\mathscr{F} f)(k)| \leqslant C_{m}\|f\|_{m} .
\]

Now, if \(b\) is real, \(|b| \leqslant 1 / 2 m\), then the function \(f_{b}\) defined by \(f_{b}(z)=f(z+i b)\), belongs to \(\mathscr{O}_{2 m}\) and satisfies
\[
\left\|f_{b}\right\|_{2 m} \leqslant C_{m}\|f\|_{m}, \quad b \in[-1 / 2 m, 1 / 2 m] .
\]

By analyticity, decay properties, and Cauchy's theorem one proves
\[
\left(\mathscr{F} f_{b}\right)(k)=e^{-i k \cdot(i b)}(\mathscr{F} f)(k)
\]
so that the above estimates imply, for all \(|b| \leqslant 1 / 2 m\),
\[
\left|e^{k b}(\mathscr{F} f)(k)\right| \leqslant C_{m}\|f\|_{m} ;
\]
hence \(\mathscr{F} f \in \mathscr{O}_{2 m+1}\) and
\[
\|\mathscr{F} f\|_{2 m+1} \leqslant C_{m}\|f\|_{m} .
\]

This proves \(\mathscr{F}: \underset{\sim}{\mathscr{O}}\left(\mathbb{D}^{n}\right) \rightarrow \underset{\sim}{O}\left(\mathbb{D}^{n}\right)\) to be a well defined continuous linear map.

Clearly the map \(\overline{\mathscr{F}}\) has the same properties. And as usual one proves that \(\mathscr{F}\) is the identity on \(\mathscr{O}\left(\mathbb{D}^{n}\right)\). Hence \(\mathscr{F}\) is an isomorphism.

\section*{C. Fourier hyperfunctions}

In our approach a Fourier hyperfunction on \(\mathbb{D}^{n}\) is by definition an element of the topological dual \(\mathscr{O}\left(\mathbb{D}^{n}\right)^{\prime}\) of the space \(\mathscr{O}\left(\mathbb{D}^{n}\right)\). In order to give an explicit characterization of \(\mathcal{O}\left(\mathbb{D}^{n}\right)^{\prime}\) and to relate this notion of Fourier hyperfunctions with its heuristic definition in Sec. II A as a finite sum of boundary values of holomorphic functions let us introduce the sheaf \(\widetilde{O}\) of slowly increasing holomorphic functions on \(\mathbb{Q}^{n}\).

For an open subset \(\Omega \subset \mathbb{Q}^{n}\) denote by \(\widetilde{\mathscr{O}}(\Omega)\) the set of all analytic functions \(F\) on \(\Omega \cap \mathbb{C}^{n}\) such that, for every \(\epsilon>0\) and every compact set \(K \subset \Omega\),
\[
\begin{equation*}
\|F\|_{K, \epsilon}=\sup _{z \in K \cap \mathbb{C}^{n}} e^{-\epsilon|z|}|F(z)| \tag{2.7}
\end{equation*}
\]
is finite. Here \(\widetilde{\mathscr{C}}(\Omega)\) is called the ( \(\mathbb{C}\)-vector) space of slowly increasing analytic functions on \(\Omega\).

If \(\Omega^{\prime}\) is another open set contained in \(\Omega\) we obviously have a well defined restriction map
\[
\begin{equation*}
\rho_{\Omega^{\prime} \Omega}: \quad \widetilde{O}(\Omega) \rightarrow \widetilde{\mathscr{O}}\left(\Omega^{\prime}\right), \quad \rho_{\Omega^{\prime} \Omega}(F)=F_{\mid \Omega^{\prime}}, \quad F \in \widetilde{\mathscr{O}}(\Omega), \tag{2.8}
\end{equation*}
\]
such that
\[
\rho_{\Omega^{\prime} \Omega^{\prime}} \cdot \rho_{\Omega^{\prime} \Omega}=\rho_{\Omega^{\prime} \Omega} \quad \text { and } \quad \rho_{\Omega \Omega}=\mathrm{id}
\]
for all open sets \(\Omega^{\prime \prime} \subset \Omega^{\prime} \subset \Omega\).
Thus with these restriction maps \(\left\{\widetilde{\mathscr{O}}(\Omega) \mid \Omega \subset \mathbb{Q}^{n}\right.\) open\} is a presheaf on \(\mathbb{Q}^{n}\). This presheaf actually is a sheaf since furthermore the following localization properties are satisfied.
( \(\mathrm{L}_{1}\) ) If an open set \(\Omega\) is covered by open sets \(\Omega_{\alpha}\), \(\Omega=U_{\alpha} \Omega_{\alpha}\), and if all the restrictions \(F_{\mid \Omega_{\alpha}}\) of a function \(F \in \widetilde{\mathscr{O}}(\Omega)\) vanish then the function \(F\) itself vanishes.
( \(L_{2}\) ) If any collection \(\left\{\Omega_{a}\right\}\) of open sets in \(\mathbb{Q}^{n}\) is given together with a collection of functions \(F_{\alpha} \in \mathscr{O}\left(\Omega_{\alpha}\right)\) satisfying
\[
F_{\alpha \mid \Omega_{\alpha} \cap \Omega_{\beta}}=F_{\beta \mid \Omega_{\alpha} \cap \Omega_{\beta}}
\]
for all \(\alpha\) and \(\beta\), then there exists a function \(F \in \widetilde{\mathscr{O}}\left(\cup_{\alpha} \Omega_{\alpha}\right)\) such that \(F_{\mid \Omega_{\alpha}}=F_{\alpha}\), for all \(\alpha\).

For \(j=1, \ldots, n\), let us introduce the open subsets \(W_{j}\) \(=\left\{z \in \mathbb{Q}^{n} \mid \operatorname{Im} z_{j} \neq 0\right\}\). The intersection
\[
W=\bigcap_{j=1}^{n} W_{j}
\]
of all these sets consists of \(2^{n}\) open connected components separated by the "real points." Then
\[
\widehat{W}_{k}=\bigcap_{\substack{j=1 \\ j \neq k}}^{n} W_{j}
\]
includes the real points in the \(k\) th variable.
In an obvious way we can consider
\[
\sum_{k=1}^{n} \widetilde{\mathscr{O}}\left(\hat{W}_{k}\right)
\]
as a subspace of \(\widetilde{O}(W)\). Thus the factor space
\[
\begin{equation*}
\mathscr{R}=\mathscr{R}\left(\mathbb{D}^{n}\right)=\widetilde{\mathcal{O}}(W) /\left(\sum_{k=1}^{n} \widetilde{\mathcal{O}}\left(\hat{W}_{k}\right)\right) \tag{2.9}
\end{equation*}
\]
consists of equivalence classes \([F]\) of functions \(f \in \widetilde{\mathscr{O}}(W)\) where two functions \(F\) and \(F^{\prime}\) define the same class if and only if
\[
\begin{equation*}
F^{\prime}-F=\sum_{k=1}^{n} F_{k}, F_{k} \in \widetilde{\mathscr{O}}\left(\hat{W}_{k}\right) \tag{2.10}
\end{equation*}
\]

The topological dual of \(\mathscr{O}\left(\mathbb{D}^{n}\right)\) is now characterized in terms of this factor space as follows.

Proposition 2.4: The topological dual of \(\underset{\sim}{\mathcal{O}}\left(\mathbb{D}^{n}\right)\) and the factor space (2.9) are isomorphic:
\[
\mathscr{R}\left(\mathbb{D}^{n}\right) \simeq \mathscr{O}\left(\mathbb{D}^{n}\right)^{\prime}
\]

This isomorphism and its inverse are given explicitly by the following formulas: For \(\mu \in \mathscr{O}\left(\mathbb{D}^{n}\right)^{\prime}\), define a function \(\hat{\mu}\) on \(W\) by
\[
\begin{equation*}
\hat{\mu}(z)=\mu\left(h_{z}\right), \quad h_{z}(t)=\prod_{j=1}^{n} \frac{e^{-\left(t_{j}-z_{j}\right)^{2}}}{2 \pi i\left(t_{j}-z_{j}\right)}, \quad z \in W \tag{2.11}
\end{equation*}
\]
then \(\hat{\mu} \in \widetilde{\mathscr{O}}(W)\) and thus \([\hat{\mu}] \in \mathscr{R}\). Conversely every equivalence class \([F] \in \mathscr{R}\) defines an element \(\mu_{|F|} \in \mathscr{O}\left(\mathbb{D}^{n}\right)^{\prime}\) by
\[
\begin{align*}
\mu_{[F]}(f)= & \int_{\Gamma_{1}} \cdots \int_{\Gamma_{n}} F\left(z_{1}, \ldots, z_{n}\right) f\left(z_{1}, \ldots, z_{n}\right) \\
& \times d z_{1} \cdots d z_{n} \equiv \int_{\Gamma_{3} \cdots \Gamma_{n}} F(z) f(z) d z \tag{2.12}
\end{align*}
\]
where \(F \in \widetilde{\mathscr{O}}(W)\) is any representative of \([F]\) and where the paths \(\Gamma_{1}, \ldots, \Gamma_{n}\) are chosen according to \(f \in \mathscr{O}_{c}^{m}\left(U_{m}\right)\) for some \(m\) such that
\[
\begin{aligned}
& \Gamma_{1} \times \cdots \Gamma_{n} \subset U_{m} \cap W \cap \mathbb{C}^{n}, \text { for instance } \\
& \Gamma_{j}=\Gamma_{j}^{+}+\Gamma_{j}^{-} \\
& \Gamma_{j}^{ \pm}=\left\{z_{j} \mid z_{j}= \pm x_{j} \pm i \delta_{m},-\infty<x_{j}<\infty\right\}
\end{aligned}
\]
with sufficiently small \(\delta_{m}>0\).
Proof \({ }^{4}\). The first part clearly relies on properties of the collection of functions \(h_{2}, z \in W\). Those that are relevant here are contained in the following elementary lemma.

Lemma 2.5: (a) For every \(z \in W \cap \mathbb{C}^{n}\), there is \(m_{0}=m_{0}(z)\) such that \(h_{z}\) belongs to \(\mathscr{O}_{c}^{m}\left(U_{m}\right)\) and
\[
\left\|h_{z}\right\|_{m} \leqslant \text { const } e^{|z| / m} / \delta(z), \quad \delta(z)=\operatorname{dist}\left(z, \mathbb{R}^{n}\right),
\]
for all \(m \geqslant m_{0}\).
(b) For every \(z^{0} \in W \cap \mathbb{C}^{n}\) there is a polycircle
\[
\mathscr{P}=\left\{z=\left(z_{1}, \ldots, z_{n}\right)| | z_{j}-z_{j}^{0} \mid<r_{j}, \quad j=1, \ldots, n\right\}
\]
around \(z^{0}\) such that \(\overline{\mathscr{P}} \subset W\) and there are functions \(\Delta_{j}: \mathscr{P}\) \(\rightarrow \mathscr{O}\left(\mathbb{D}^{n}\right), j=1, \ldots, n\) such that, for all \(z \in \mathscr{P}\),
\[
h_{z}-h_{z^{n}}=\sum_{j=1}^{n}\left(z_{j}-z_{j}^{0}\right) \Delta_{j}(z)
\]
with
\[
\Delta_{j}(z) \rightarrow \Delta_{j}\left(z^{0}\right) \text { in } \mathscr{O}\left(\mathbb{D}^{n}\right) \text { for } z \rightarrow z^{0} .
\]

Now take any \(\mu \in \mathscr{O}\left(\mathbb{D}^{n}\right)^{\prime}\). Part (a) of the lemma implies immediately that \(z \rightarrow \tilde{\mu}\left(h_{z}\right)\) is a well defined function on \(W \cap \mathbb{C}^{n}\) and, according to part (b), this function has complex derivatives; hence \(\hat{\mu}\) is analytic on \(W \cap \mathbb{C}^{n}\).

Suppose a compact subset \(K \subset W\) and a number \(\epsilon>0\) to be given. Then \(\delta=\operatorname{dist}\left(K \cap \mathbb{C}^{n}, \mathbb{R}^{n}\right)>0\). There is \(m_{0}\) \(=m_{0}(K)\) such that \(\epsilon>1 / m_{0}\) and \(\operatorname{dist}\left(U_{m} \cap \mathbb{C}^{n}, K \cap \mathbb{C}^{n}\right)\) \(\leqslant \delta / 2\), for all \(m \geqslant m_{0}\). Then, for fixed \(m \geqslant m_{0}\), the collection of functions \(h_{z}, z \in K \cap \mathbb{C}^{n}\), belongs to \(\mathcal{O}_{c}^{m}\left(U_{m}\right)\) and the estimate of part (a) yields
\[
\|\hat{\mu}\|_{K, \epsilon} \leqslant C_{m} \operatorname{supp}_{z \epsilon K \cap \mathbb{C}^{n}}\left\|h_{z}\right\| e^{-\epsilon|z|}<\infty ;
\]
hence \(\hat{\mu}\) is slowly increasing and therefore \(\hat{\mu} \in \widetilde{\mathscr{O}}(W)\).
The growth restriction (2.7) for a function \(F \in \widetilde{\mathscr{O}}(W)\) implies that the integral in Eq. (2.12) is well defined for all \(f \in \mathcal{O}\left(\mathbb{D}^{n}\right)\); more precisely, for every \(m \in \mathbb{N}\), there is \(C_{m}\) \(=C_{m}(F)\) such that, for all \(f \in \mathcal{O}_{c}^{m}\left(U_{m}\right)\), this integral is bounded in absolute value by
\[
C_{m}\|f\|_{m} .
\]

A function \(F_{k} \in \widetilde{\mathscr{O}}\left(\widehat{W}_{k}\right)\) is, in particular, analytic in \(z_{k} \in \mathbb{C}\). Hence if we rewrite the integral in (2.12) in the form
\[
\int_{\Gamma_{1}} \cdots\left(\int_{r_{k}} F_{k}\left(z_{1}, \ldots, z_{k}, \ldots, z_{n}\right) f\left(z_{1}, \ldots, z_{k}, \ldots, z_{n}\right) d z_{k}\right) d z_{1} \cdots d z_{k-}, d z_{k+1} \cdots d z_{n}
\]
we see that this integral vanishes according to Cauchy's theorem and the growth restriction on \(F\) and \(f\).

Therefore all elements \(F^{\prime}\) in the equivalence class [ \(F\) ] of \(F \in \widetilde{\mathcal{O}}(W)\) define the same continuous linear functional on \(\mathscr{O}\left(\mathbb{D}^{n}\right)\), that is, by \((2.12), \mathscr{R}\left(\mathbb{D}^{n}\right)\) is mapped linearly into \(\underset{\sim}{\mathscr{O}}\left(\mathbb{D}^{n}\right)^{\prime}\).

Another application of Cauchy's theorem together with the growth restrictions on \(F\) and \(f\) shows, by appropriate choice of the integration path: If \(\mu_{[F]}(f)=0\), for all \(f \in \mathcal{O}\left(\mathbb{D}^{n}\right)\), then
\[
F \in \sum_{k=1}^{n} \widetilde{\mathscr{O}}\left(\hat{W}_{k}\right),
\]
i.e., \([F]=0\). Hence the mapping (2.12) \(\mathscr{R}\left(\mathbb{D}^{n}\right) \rightarrow \underset{\sim}{\mathscr{O}}\left(\mathbb{D}^{n}\right)^{\prime}\) is injective.

Since \(h_{z}(\cdot)\) is a modified Cauchy kernel with appropriate decay properties, one knows, for all \(f \in \mathscr{O}\left(\mathbb{D}^{n}\right)\) in a suitable complex neighborhood of \(\mathbb{D}^{n}\),
\[
\int_{\Gamma_{1} \times \cdots \times \Gamma_{m}} f(z) h_{z} d z=f(\cdot)
\]

If \(\mu \in \mathscr{O}\left(\mathbb{D}^{n}\right)^{\prime}\) is applied to this equation one deduces
\[
\mu_{i \hat{\mu} \mid}(f)=\mu(f)
\]
hence the mapping (2.12) is an inverse of the mapping (2.11) and the proposition follows.

Via the isomorphism of Proposition 2.4 the heuristic definition of a Fourier hyperfunction as a finite sum of boundary values of slowly increasing holomorphic functions is easily given a precise meaning: The \(2^{n}\) connected components of \(W\) can be described as
\[
\begin{aligned}
W\left(\alpha_{1}, \ldots, \alpha_{n}\right)= & \left\{z \in \mathbb{Q}^{n} \mid \alpha_{j} \operatorname{Im} z_{j}>0, \quad j=1, \ldots, n\right\}, \\
& \alpha_{j} \in\{1,-1\}
\end{aligned}
\]

Now define, for \(\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in\{1,-1\}^{n}\),
\[
\sigma(\alpha)=\prod_{j=1}^{n} \alpha_{j}
\]
and then, for \(F \in \widetilde{O}(W)\),
\[
F_{\alpha}=\sigma(\alpha) F \text { on } W(\alpha) \text { and } F_{\alpha}=0 \text { elsewhere. }
\]

The boundary value of \(F \in \overline{\mathcal{O}}(W)\) with respect to the cone \(W(\alpha)\) is then defined by
\[
\begin{equation*}
\delta_{W_{(\alpha)}}(F)=\left[F_{\alpha}\right] \tag{2.13}
\end{equation*}
\]

Clearly it follows that
\[
\begin{equation*}
[F]=\sum_{\alpha \in\{1,-1\}^{n}} \sigma(\alpha) \delta_{w(\alpha)}(F), \tag{2.14}
\end{equation*}
\]
and hence, by Proposition 2.4, \(\mu\) is the corresponding finite sum of boundary values of \(\hat{\mu} \in \widetilde{\mathscr{O}}(W)\).

Next we establish the traditional view of boundary values as limits [in \(\mathscr{O}\left(\mathbb{D}^{n}\right)^{\prime}\) ] of slowly increasing functions. To this end we define, for \(0<\delta_{j}<1 / m\), a path \(\Gamma_{j}\left(\alpha_{j}, \delta_{j}\right)\), \(\alpha_{j} \in\{1,-1\}\), in the complex \(z_{j}\) plane by
\[
\Gamma_{j}\left(\alpha_{j}, \delta_{j}\right)=\left\{z=\alpha_{j} x_{j}+i \alpha_{j} \delta_{j} \mid-\infty<x_{j}<\infty\right\}
\]
so that
\[
\begin{aligned}
\Gamma(\alpha, \delta) & =\Gamma_{1}\left(\alpha_{1}, \delta_{1}\right) \times \cdots \times \Gamma_{n}\left(\alpha_{n}, \delta_{n}\right) \\
& \subset U_{m} \cap W(\alpha)
\end{aligned}
\]

Then, for all \(f \in \mathscr{O}_{c}^{m}\left(U_{m}\right)\) and all \(F \in \widetilde{\mathcal{O}}(W)\),
\[
\int_{\Gamma(\alpha, \delta)} F(z) f(z) d z=I(\alpha, \delta)
\]
is independent of \(\delta, 0<\delta_{j}<1 / m\), and thus equals the limit \(\delta_{j} \rightarrow 0, j=1, \ldots, n\), of this integral denoted by
\[
\begin{aligned}
& \left\langle F_{\alpha}\left(x_{1}+i \alpha_{1} 0, \ldots, x_{n}+i \alpha_{n} 0\right),\right. \\
& \left.\quad f\left(x_{1}+i \alpha_{1} 0, \ldots, x_{n}+i \alpha_{n} 0\right)\right\rangle
\end{aligned}
\]
where the duality \(\mathcal{O}\left(\mathbb{D}^{n}\right)^{\prime}, \mathscr{O}\left(\mathbb{D}^{n}\right)\) is used. If we sum over all \(\alpha \in\{1,-1\}^{n}\), we obtain
\[
\sum_{\alpha \in\{1,-1\}^{n}} I(\alpha, \delta)=\int_{\Gamma(\delta)} F(z) f(z) d z
\]

Thus, by Proposition 2.4, every \(\mu \in \mathcal{O}\left(\mathbb{D}^{n}\right)^{\prime}\) is a finite sum of boundary values of slowly increasing functions.

\section*{D. Support of Fourier hyperfunctions}

If \(K \subset D^{n}\) is any closed subset, then relations (2.3) and (2.4) easily imply that \(\underset{\sim}{\mathscr{O}}\left(\mathrm{D}^{n}\right)\) is contained in \(\mathscr{O}(K)\). For a Fourier hyperfunction \(\mu\) on \(\mathrm{D}^{n}\), denote by \(C(\mu)\) the class of all closed subsets \(K \subset \mathbb{D}^{n}\) such that there is a continuous extension \(\mu_{K}\) of \(\mu\) to \(\underset{\sim}{\mathscr{O}}(K)\) :
\[
\begin{equation*}
\mu_{K} \in \mathcal{O}(K)^{\prime}, \quad \mu_{K \mid \mathscr{C}\left(\mathbf{D}^{n}\right)}=\mu \tag{2.15}
\end{equation*}
\]

Any such subset \(K \in C(\mu)\) is called a "carrier" of the Fourier hyperfunction \(\mu\). In contrast to a general analytic functional a Fourier hyperfunction \(\mu\) has a smallest carrier, called the support of \(\mu\) :
\[
\begin{equation*}
\operatorname{supp} \mu=\bigcap_{K \in C(\mu)} K \tag{2.16}
\end{equation*}
\]

This definition really works since one can prove \({ }^{6}\) the following proposition.

Proposition 2.6: If \(K_{1}, K_{2} \in C(\mu)\), then \(K_{1} \cap K_{2} \in C(\mu)\).
This result is by no means trivial. We give some hints. Having \(K_{j} \in C(\mu)\) means that there are \(\mu_{j}=\mu_{K_{j}} \in \mathcal{O}\left(K_{j}\right)^{\prime}\) satisfying (2.15). Also, we have to define an extension to \(\underset{\sim}{\mathcal{O}}\left(K_{1} \cap K_{2}\right)\). Given \(f \in \mathcal{O}\left(K_{1} \cap K_{2}\right)\) there exist by the Mit-tag-Leffler theorem for rapidly decreasing functions \({ }^{6} f_{j}\) \(\in \mathscr{O}\left(K_{j}\right)\) such that
\[
\begin{equation*}
f=f_{1}-f_{2} \quad \text { on } \quad K_{1} \cap K_{2} \tag{2.17}
\end{equation*}
\]

Now define a function \(\mu\) :
\[
\begin{equation*}
\mu(f)=\mu_{1}\left(f_{1}\right)-\mu_{2}\left(f_{2}\right) \tag{2.18}
\end{equation*}
\]

The right-hand side of Eq. (2.18) is independent of the special choice of the decomposition (2.17). Hence \(\mu\) is well defined, and obviously \(\mu\) is linear. One can prove continuity of \(\mu\) by some general arguments. \({ }^{6}\)

According to definition (2.16) the topological dual of \(\underset{\sim}{\mathcal{O}}(K), K \subset \mathbb{D}^{n}\) closed, is the set of Fourier hyperfunctions on \(\mathbb{D}^{n}\) with support contained in \(K\). With this interpretation in mind the space of Fourier hyperfunctions on an open subset \(V\) of \(\mathrm{D}^{n}\) is naturally defined as the factor space of the space of all Fourier hyperfunctions on \(\mathrm{D}^{n}\) with respect to the subspace of those Fourier hyperfunctions having support in the complement \(V^{c}=\mathbb{D}^{n}-V\) of \(V\) :
\[
\begin{equation*}
\mathscr{R}(V)=\mathscr{O}\left(\mathbb{D}^{n}\right)^{\prime} / \mathscr{O}\left(V^{c}\right)^{\prime} \tag{2.19}
\end{equation*}
\]

It is known from the following proposition \({ }^{17}\) that \(\mathscr{R}(V)\) is isomorphic to
\[
\mathscr{R}(V) \simeq \mathscr{O}(\bar{V})^{\prime} / \underset{\sim}{O}(\bar{V}-V)^{\prime}
\]

Proposition 2.7: Let \(K=\cup_{i=1}^{p} K_{i}\) be the union of \(p\) compact sets in \(\mathrm{D}^{n}\). Suppose \(\mu \in \underset{\sim}{\mathscr{O}}(K)^{\prime} ;\) then there are \(\mu_{i} \in \mathscr{O}\left(K_{i}\right)^{\prime}\) such that \(\mu=\Sigma_{i=1}^{p} \mu_{i}\).

Proof: Since the mapping \(\mathscr{O}(K) \rightarrow \prod_{i=p}^{p} \underset{\sim}{\mathscr{O}}\left(K_{i}\right)\), name\(\mathrm{ly}, f \rightarrow\left\{f_{\mid K_{i}}\right\}_{i=1}^{p}\), is injective and of closed range, the mapping \(\Pi_{i=1}^{p} \mathscr{O}\left(K_{i}\right)^{\prime} \rightarrow \underset{\sim}{\mathcal{O}}(K)^{\prime}\), namely, \(\left\{\mu_{i}\right\}_{i=1}^{p} \rightarrow \Sigma_{i=1}^{p} \mu_{i}\), is accordingly surjective.

If \(V\) and \(W\) are open subsets in \(D^{n}\) with \(W\) contained in
\(V\), then we have \(\mathscr{O}\left(V^{c}\right)^{\prime} \subset \mathscr{O}\left(W^{c}\right)^{\prime}\) and thus we get a restriction map
\[
\begin{align*}
\rho_{W V}: \mathscr{R}(V) & =\underset{O}{\mathscr{O}}\left(\mathrm{D}^{n}\right)^{\prime} / \underset{\sim}{\mathscr{O}}\left(V^{c}\right)^{\prime} \rightarrow \mathscr{R}(W) \\
& =\underset{\sim}{\mathscr{O}}\left(\mathrm{D}^{n}\right)^{\prime} / \underset{\sim}{\mathscr{O}}\left(W^{c}\right)^{\prime} \tag{2.20}
\end{align*}
\]
in a canonical way.
For our purposes it turns out to be important to have the following result.

Theorem 2.8: The assignment of the factor spaces \(\mathscr{R}(V)\) with open subsets \(V\) of \(\mathbb{D}^{n}\) according to (2.19) together with the canonical restriction maps \(\rho_{w V}: \mathscr{R}(V) \rightarrow \mathscr{R}(W)\) for open subsets \(W \subset V\) according to (2.20) is a flabby sheaf on \(\mathbb{D}^{n}\), called the sheaf \(\mathscr{R}\) of Fourier hyperfunctions on \(\mathbb{D}^{n}\).

This means in particular that Fourier hyperfunctions have the following localization properties \(\left(\mathrm{L}_{1}\right)\) and \(\left(\mathrm{L}_{2}\right)\) :
\[
\begin{align*}
& \left(\mathrm{L}_{1}\right) \text { if } V=\cup_{\alpha} V_{\alpha}, \quad V_{\alpha} \subset \mathbb{D}^{n} \text { open, } \quad \mu \in \mathscr{R}(V), \\
& \quad \text { then } \mu_{\mid V_{\alpha}}=0, \quad \text { for all } V_{\alpha}, \text { implies } \mu=0 ;  \tag{2.21}\\
& \left(\mathrm{L}_{2}\right) \text { if } V_{\alpha} \subset \mathbb{D}^{n} \text { open and } \\
& \text { if } \mu_{\alpha} \in \mathscr{R}\left(V_{\alpha}\right) \text { satisfies } \mu_{\alpha \mid V_{\alpha} \cap V_{\beta}}=\mu_{\beta \mid V_{\alpha} \cap V_{\beta}} \\
& \text { then there is } \mu \in \mathscr{R}(V) \text {, such that } \mu_{\mid V_{\alpha}}=\mu_{\alpha} . \tag{2.22}
\end{align*}
\]

Furthermore, since \(\mathscr{R}\) is flabby, any Fourier hyperfunction \(\mu_{V}\) on any open subset \(V \subset \mathbb{D}^{n}\) is the restriction of a Fourier hyperfunction \(\mu \in \mathscr{O}\left(\mathrm{D}^{n}\right)^{\prime}\) to \(V: \mu_{V}=\mu_{\mid V}\).

Because of the localization properties of a sheaf the notion of support of a Fourier hyperfunction \(\mu \in \mathcal{O}\left(\mathbb{D}^{n}\right)^{\prime}\) can also be defined as the smallest closed subset \(K \tilde{\subset} \mathbb{D}^{n}\) such that \(\mu_{\mid K^{c}}=0\). From (2.19) and (2.20) it is obvious that this notion of support agrees with the notion introduced previously in (2.15) and (2.16).

Proof of Theorem 2.8: First we assume \(V=\cup_{\alpha \in I} V_{\alpha}\), \(\mu \in \mathscr{R}(V)\). Let \(\bar{\mu} \in \underset{\sim}{\mathcal{O}}\left(\mathbb{D}^{n}\right)^{\prime}\) be a representative of \(\mu\). Then
\[
\rho_{V_{\alpha} \mathbf{D}^{n}}(\bar{\mu})=\rho_{V_{\alpha} V} \cdot \rho_{V \mathbf{D}^{n}}(\bar{\mu})=\rho_{V_{\alpha} V}(\mu)=0
\]
implies supp \(\bar{\mu} \cap V_{\alpha}=\varnothing\), for all \(\alpha \in I\), and hence supp \(\bar{\mu}\) \(\cap V=\varnothing\), which implies \(\mu=0\). Thus ( \(\mathrm{L}_{1}\) ) is proved.

To prove ( \(\mathrm{L}_{2}\) ) we begin with the case of just two open sets \(V_{1}\) and \(V_{2}\). Let \(\bar{\mu}_{\alpha} \in \mathscr{O}\left(\bar{V}_{\alpha}\right)^{\prime}\) be representatives of \(\mu_{\alpha}\), for \(\alpha=1,2\). The support of \(\mu_{1}-\mu_{2}\) is contained in
\[
\left(\bar{V}_{1} \cup \bar{V}_{2}\right)-\left(\bar{V}_{1} \cap \bar{V}_{2}\right)=\left(\bar{V}_{1}^{c} \cap \bar{V}_{2}\right) \cup\left(\bar{V}_{1} \cap \bar{V}_{2}^{c}\right) ;
\]
thus Proposition 2.7 gives a decomposition
\[
\begin{aligned}
\bar{\mu}_{1}-\bar{\mu}_{2}= & \bar{v}_{1}-\bar{v}_{2} \\
& \bar{v}_{1} \in \underset{\sim}{O}\left(\bar{V}_{1}^{c} \cap \bar{V}_{2}\right)^{\prime}, \quad \bar{v}_{2} \in \mathscr{O}\left(\bar{V}_{1} \cap \bar{V}_{2}^{c}\right)^{\prime} .
\end{aligned}
\]

Let
\[
\mu=\bar{\mu}_{1}-\bar{v}_{1}=\bar{\mu}_{2}-\bar{v}_{2} \in \mathscr{O}_{\sim}^{\mathcal{O}}\left(\bar{V}_{1} \cap \bar{V}_{2}\right)^{\prime} .
\]

Then we have \(\mu_{V_{\alpha}}=\mu_{\alpha}\) because \(\operatorname{supp}\left(\mu-\mu_{\alpha}\right) \cap V_{\alpha}=\varnothing\).
In the general case ( \(\mathrm{L}_{2}\) ) is proved by using some topological argument (see Theorem 4.17 of Ref. 6).

The existence of the representative \(\bar{\mu} \in \mathscr{O}\left(\mathbb{D}^{n}\right)^{\prime}\) of \(\mu \in \mathscr{R}(V)\) implies the flabbiness of \(\mathscr{R}\).

Remark 2.1: The restriction of a Fourier hyperfunction to \(\mathbb{R}^{n}\) gives a hyperfunction. Since the sheaf \(\mathscr{R}\) of a Fourier hyperfunction is flabby any hyperfunction on \(\mathbb{R}^{n}\) can be extended to \(\mathbb{D}^{n}\) as a Fourier hyperfunction. This extension,
however, is not unique since there are Fourier hyperfunctions with support at "infinity" (support \(\subset S_{\infty}^{n-1}\) ). \({ }^{28}\)

Remark 2.2. For any \(f \in \mathscr{O}\left(\mathbb{D}^{n}\right)\) we have \(f_{\mid \mathbf{R}^{n}} \in \mathscr{S}\left(\mathbb{R}^{n}\right)\) by definition, and this injection of \(\mathscr{O}\left(\mathbb{D}^{n}\right)\) into \(\mathscr{S}\left(\mathbb{R}^{n}\right)\) is continuous. Hence Fourier hyperfunctions generalize tempered distributions. Thus for a tempered distribution we have defined the notion of support in the sense of Fourier hyperfunctions also. We now show that this notion of support agrees with that in the sense of distributions.

Suppose that the support of \(T\) in the sense of distributions is contained in some closed set \(K \subset \mathbb{R}^{n}\). Let \(\left\{U_{m}\right\}\) be a fundamental system of neighborhoods of \(\bar{K}\) in \(\mathbb{Q}^{n}\), the closure of \(K\) in \(\mathbb{D}^{n}\); then for any \(U_{m}\) there exists a \(C^{\infty}\) - function \(\chi\) such that \(\operatorname{supp} \chi \subset U_{m} \cap \mathbb{R}^{n}\) and \(\chi=1\) on \(K\). Since \(\chi \cdot f \in \mathscr{S}\left(\mathbb{R}^{n}\right)\) for \(f \in \mathscr{O}_{c}^{m}\left(U_{m}\right)\) and \(T \cdot \chi(\varnothing)=T(\varnothing)\), for a \(\varnothing \in \mathscr{S}\left(\mathbb{R}^{n}\right), T\) defines an element of \(\mathscr{O}(\bar{K})^{\prime}\). Hence the support of \(T\) in the sense of Fourier hyperfunctions is contained in \(\bar{K}\).

Now consider the tempered distribution \(T\) as a Fourier hyperfunction and suppose that this Fourier hyperfunction has its support in a closed set \(\bar{K}\) of \(\mathbb{D}^{n}\), that is, \(T \in \widehat{\sim}(\bar{K})^{\prime}\). Let \(\varnothing \in C_{0}^{\infty}\left(\mathbb{R}^{n}\right)\) with \(\operatorname{supp} \varnothing \subset K^{c}\); then \(\varnothing \in \mathscr{O}(\bar{K})\) and \(T(\varnothing)\) \(=0\). This shows that the support of \(T\) in the sense of distributions is contained in \(K\).

Remark 2.3: Let \(n=n_{1}+n_{2}\). Note that \(\mathbb{D}^{n} \neq \mathbb{D}^{n_{1}} \times \mathbb{D}^{n_{2}}\), but
\[
\mathbb{Q}^{n} \cap \mathbb{R}^{n}=\mathbb{R}^{n}=\left(\mathbb{Q}^{n_{1}} \times \mathbb{Q}^{n_{2}}\right) \cap \mathbb{R}^{n}
\]
and
\[
\underset{\sim}{\mathscr{O}}\left(\mathbb{D}^{n}\right)=\underset{\sim}{\mathscr{O}}\left(\mathbb{D}^{n_{1}} \times \mathbb{D}^{n_{2}}\right)
\]

Let \(K_{j}(j=1,2)\) be closed sets in \(\mathbb{R}^{n_{j}}, \bar{K}_{j}\) be the closure of \(K_{j}\) in \(\mathbb{D}^{n_{j}}\), and \(\overline{K_{1} \times K_{2}}\) be the closure of \(K_{1} \times K_{2}\) in \(\mathbb{D}^{n}\). Then we have
\[
\underset{\sim}{\mathscr{O}}\left(\mathbb{D}^{n}\right) \subset \underset{\sim}{\mathscr{O}}\left(\overline{K_{1} \times K_{2}}\right) \subset \underset{\sim}{\mathscr{O}}\left(\bar{K}_{1} \times \bar{K}_{2}\right)
\]

Thus we have
\[
\mathscr{O}\left(\mathbb{D}^{n}\right)^{\prime} \supset \mathscr{O}\left(\overline{\mathcal{K}_{1} \times K_{2}}\right)^{\prime} \supset \mathscr{O}\left(\bar{K}_{1} \times \bar{K}_{2}\right)^{\prime}
\]
i.e., the elements of \(\mathscr{O}\left(\bar{K}_{1} \times \bar{K}_{2}\right)^{\prime}\) can be considered to be Fourier hyperfunctions.

\section*{E. Fourier, Fourier-Laplace transformation, and edge of the wedge theorem for (Fourier) hyperfunctions}

According to Proposition 2.3 the Fourier transformation is an isomorphism of \(\mathscr{O}\left(\mathbb{D}^{n}\right)\). Hence by duality we have the Fourier transform as an isomorphism for Fourier hyperfunctions:
\[
\begin{align*}
(\mathscr{F} \mu)(f)= & \mu(\mathscr{F} f) \\
& \text { for all } f \in \mathscr{O}\left(\mathbb{D}^{n}\right), \quad \mu \in \mathscr{O}\left(\mathbb{D}^{n}\right)^{\prime} \tag{2.23}
\end{align*}
\]

As in distribution theory, if appropriate support properties are available, the Fourier transformation has an extension to complex arguments to yield the "Fourier-Laplace transformation."

Proposition 2.9 (Paley-Wiener theorem for Fourier hyperfunctions): Let \(\Gamma\) be a closed and strictly convex cone in \(\mathbb{R}^{n}\) with its vertex at the origin such that \(\Gamma \subset\left\{x \in \mathbb{R}^{n} \mid x \cdot e>0\right\} \cup\{0\}\) for some unit vector \(e \in \mathbb{R}^{n}\). Let
\(\stackrel{\circ}{\Gamma}=\{\xi \mid x \cdot \xi>0\), for all \(x \in \Gamma\}\) be the polar set of \(\Gamma\) and let \(\mu\) be a Fourier hyperfunction on \(\mathbb{D}^{n}\).
(a) If \(\operatorname{supp} \mu \subset \bar{\Gamma}=\) closure of \(\Gamma\) in \(\mathbb{D}^{n}\), then the Four-ier-Laplace transform of \(\mu\),
\[
\begin{equation*}
(\mathscr{L} \mu)(\zeta)=\mu\left(e_{\zeta}\right), \quad e_{\zeta}=(2 \pi)^{-n / 2} e^{i \zeta \cdot z} \tag{2.24}
\end{equation*}
\]
is well defined for \(\zeta \in \mathbb{R}^{n}+i \Gamma\) and is a holomorphic function of its argument satisfying the following growth condition: For every relatively compact open cone \(\Gamma_{0} \subset \Gamma\) 웅 every \(0<\epsilon<\epsilon_{0}\left(\Gamma_{0}\right)\) there is a constant \(C=C\left(\epsilon, \Gamma_{0}\right)\) such that, for all \(\zeta \in \mathbb{R}^{n}+i \Gamma_{0}\),
\[
\begin{equation*}
|(\mathscr{L} \mu)(\zeta)| \leqslant C e^{\epsilon \in \operatorname{Re} \zeta \mid+x_{\epsilon}(\operatorname{Im} \xi)} \tag{2.25}
\end{equation*}
\]
where
\[
\chi_{\epsilon}(\eta)=\sup _{x \in \Gamma-\epsilon e}\{\epsilon|x|-x \cdot \eta\}
\]
(b) Conversely if a holomorphic function \(F\) on \(\mathbb{R}^{n}+i \Gamma\) satisfies the above growth condition then it is the FourierLaplace transform of a Fourier hyperfunction \(\mu\) on \(\mathbb{D}^{n}\) with support in \(\bar{\Gamma}\).

This is proved in Ref. 17. And as for distributions there is an immediate connection with the Fourier transformation.

Corollary 2.10: If \(\mu \in \underset{\sim}{\mathcal{O}}(\bar{\Gamma})^{\prime}\), then the Fourier-Laplace transform \(\mathscr{L} \mu\) is holomorphic in \(\mathbb{R}^{n}+i \Gamma\) and its boundary value with respect to the open cone \(\stackrel{\Gamma}{\Gamma}\) equals the Fourier transform of \(\mu\) :
\[
\begin{equation*}
\delta_{\Gamma}(\mathscr{L} \mu)=\mathscr{F} \mu \tag{2.26}
\end{equation*}
\]

The proof is obvious from Proposition 2.9 and the definitions.

Finally we will use the edge of the wedge theorem for hyperfunctions as proved in Ref. 29 which generalizes Epstein's version of this result for distributions.

Proposition 2.11: Let \(\Gamma_{1}\) and \(\Gamma_{2}\) be two open convex cones in \(\mathbb{R}^{n}\). For any open set \(U\) in \(\mathbb{R}^{n}\) and its complex neighborhood \(V\) there exists a complex neighborhood \(W\) of \(U\) such that \(W \subset V\) and the following holds: If the boundary values \(\delta_{\Gamma_{1}}\left(F_{1}\right)\) and \(\delta_{\Gamma_{2}}\left(F_{2}\right)\) of two functions \(F_{j}\) holomorphic in \(V \cap T\left(\Gamma_{j}\right), T\left(\Gamma_{j}\right)=\mathbb{R}^{n}+i \Gamma_{j}, j=1,2\), agree on \(U\) in the sense of hyperfunctions then there exists a function \(F\) holomorphic in \(W \cap T\left(\operatorname{ch}\left(\Gamma_{1} \cup \Gamma_{2}\right)\right)\) such that
\[
F=F_{j} \quad \text { on } W \cap T\left(\Gamma_{j}\right), \quad j=1,2
\]
where \(\operatorname{ch} A\) denotes the convex hull of a subset \(A\) in \(\mathbb{R}^{n}\).
An immediate consequence is the following corollary.
Corollary 3.11: Let \(\Gamma\) be some open convex cone in \(\mathbb{R}^{n}\) and \(F\) some holomorphic function on the tube \(T(\Gamma)=\mathbb{R}^{n}\) \(+i \Gamma\). If the boundary value \(\delta_{\Gamma}(F)\) of \(F\) in the sense of hyperfunctions vanishes in some open nonempty subset \(U \subset \mathbb{R}^{n}\) then the function \(F\) itself vanishes.

\section*{III. QFT IN TERMS OF FOURIER HYPERFUNCTIONS}

\section*{A. The test-function space}

A QFT over a test-function space
\(E=\underset{\sim}{\mathscr{O}}\left(\mathbb{D}^{4}, V\right), \quad \operatorname{dim} V<\infty\),
as introduced in Sec. II, is called a Fourier hyperfunction quantum field theory (FHQFT). If a QFT is formulated over a test-function space \(F\) such that the space \(\mathscr{O}_{\sim}\left(\mathbb{D}^{4}, V\right)\) is
densely and continuously embedded into \(F\) we call such a theory a special FHQFT since then continuous linear functionals on \(F\) are special Fourier hyperfunctions.

However, according to Sec. I, a function space \(E\) has to meet several requirements in order to be "admissible" as a test-function space of a QFT. So we show here that \(E=\mathscr{O}\left(\mathbb{D}^{4}, V\right)\) indeed is "admissible." For convenience we do this explicitly only for \(E=\underset{\sim}{\mathscr{O}}\left(\mathbb{D}^{4}\right)\), e.g., \(\operatorname{dim} V=1\).

Since
\[
\underset{\sim}{\mathscr{O}}\left(\mathbb{D}^{4}\right)=\underset{m \rightarrow \infty}{\operatorname{ind}} \lim {\underset{\sim}{O}}_{c}^{m}\left(U_{m}\right)
\]
with a fundamental sequence of neighborhoods \(U_{m}\) of \(\mathbb{D}^{4}\) in \(\mathbb{Q}^{4}=\mathbb{D}^{4}+i \mathbb{R}^{4}\) such that \(U^{m}\) is invariant under complex conjugation \(z \rightarrow \bar{z}\), a continuous involution \(f \rightarrow f^{*}\) on \(\mathscr{O}\left(\mathbb{D}^{4}\right)\) is well defined by
\[
\begin{equation*}
f^{*}(z)=\overline{f(\bar{z})} \tag{3.2}
\end{equation*}
\]
since on each \(\mathscr{O}_{c}^{m}\left(U_{m}\right)\) we have \(\left\|f^{*}\right\|_{m}=\|f\|_{m}\).
The action of the group \(G=\operatorname{iSL}(2, \mathbb{C})\) on \(\mathscr{O}\left(\mathbb{D}^{4}\right)\) is defined as usual by
\[
\begin{equation*}
\left(\alpha_{(a, A)} f\right)(z)=f\left(\Lambda(a)^{-1}(z-a)\right) \tag{3.3}
\end{equation*}
\]
where \(a \in \mathbb{R}^{4}, A \in \mathrm{SL}(2, \mathbb{C}), \Lambda(A) \in L^{\dagger}{ }_{+}\), and thus
\[
\begin{equation*}
\alpha_{g}\left(f^{*}\right)=\alpha_{g}(f)^{*} \tag{3.4}
\end{equation*}
\]
follows easily. The differentiability of the map \(G \rightarrow \underset{\sim}{\mathcal{O}}\left(\mathbb{D}^{4}\right)\),
\[
g \rightarrow \alpha_{g}(f)
\]
for each fixed \(f \in \mathcal{O}\left(\mathbb{D}^{4}\right)\), is proved in Sec. \(V\) where it is actually used to prove the cluster property.

According to Sec. II the function space \(\mathscr{O}\left(\mathbb{D}^{4}\right)\) admits the Fourier transformation as an isomorphism. Furthermore, for elements in \(\mathscr{\sim}\left(D^{4 n}\right)\) ', \(n=1,2, \ldots\), a "good" notion of support is available, expressing the intuitive meaning of support in this mathematical frame. Hence we get an adequate formulation of the locality condition \(\left(\mathrm{H}_{4}\right)\) if the notion of support is understood in the sense of Fourier hyperfunctions:
\[
\begin{equation*}
\operatorname{Supp}_{\mathrm{HF}}\left\langle A_{\alpha}, A_{\beta}\right\rangle \subset \bar{K}=\text { closure of } K \text { in } \mathbb{D}^{8} . \tag{3.5}
\end{equation*}
\]

With these specifications of the test-function space a scalar relativistic quantum field in terms of Fourier hyperfunctions is a field over
\[
E=\left\{\underset{\sim}{O}\left(\mathbb{D}^{4}\right),{ }^{*}, \alpha_{g}, \quad g \in G \equiv \operatorname{iSL}(2, C)\right\}
\]
satisfying \(\left(H_{1}\right)-\left(H_{5}\right)\).

\section*{B. HFQFT in terms of its \(n\)-point functions}

In this subsection we briefly recall the description of a field in terms of the sequence of its \(n\)-point functions \({ }^{1}\) and indicate, where necessary, the differences with respect to the "standard" approach as a result of the particularities of the test-function space \(E=\mathscr{O}\left(\mathbb{D}^{4}\right)\).

Given a scalar field \(\tilde{A}\) over \(E=\mathscr{O}\left(\mathbb{D}^{4}\right)\) satisfying \(\left(\mathbf{H}_{0}\right)\) and ( \(\mathrm{H}_{1}\) ) we can consider the sequence of separately continuous \(n\)-linear functionals on \(E^{n}=E \times \cdots \times E\) ( \(n\) times) defined by
\[
\left(f_{1}, \ldots f_{n}\right) \rightarrow\left(\Phi_{0}, A\left(f_{1}\right) \cdots A\left(f_{n}\right) \Phi_{0}\right)
\]
where \(\Phi_{0}\) denotes the cyclic unit vector. By Proposition 2.2
these functionals uniquely determine Fourier hyperfunctions \(\mathscr{W}_{n}=\mathscr{W}_{n}^{A} \in \mathcal{O}\left(\mathbb{D}^{4 n}\right)^{\prime}\) such that
\[
\begin{equation*}
\mathscr{W}_{n}\left(f_{1} \otimes \cdots \otimes f_{n}\right)=\left(\Phi_{0}, A\left(f_{1}\right) \cdots A\left(f_{n}\right) \Phi_{0}\right) \tag{3.6}
\end{equation*}
\]
for all \(f_{j} \in \mathscr{O}\left(\mathbb{D}^{4}\right)\) and all \(n=1,2, \ldots\).
The sequence
\[
\begin{equation*}
\mathscr{W}=\mathscr{W}^{A}=\left\{1, \mathscr{W}_{1}^{A}, \mathscr{W}_{2}^{A}, \mathscr{W}_{3}^{A}, \ldots\right\} \tag{3.7}
\end{equation*}
\]
of these \(n\)-point functions \(\mathscr{W}_{n}^{A}\) of the field \(A\) is a state on the complete tensor algebra,
\[
\begin{align*}
& \underline{E}=\stackrel{\oplus}{n=0} \oplus(n) \quad \text { (locally convex direct sum) } \\
& E(0)=C, \quad E(n)=\underset{\sim}{\mathscr{O}}\left(\mathbb{D}^{4 n}\right)=\hat{\otimes}^{n} \underset{\sim}{\mathcal{O}}\left(\mathbb{D}^{4}\right), \quad n \geqslant 1, \tag{3.8}
\end{align*}
\]
that is a continuous linear functional on \(\underset{-}{E}\), which is normalized according to
\[
\mathscr{F}(\underline{1})=1, \quad \underline{1}=\{1,0,0, \ldots\}
\]
and non-negative according to
\[
\begin{equation*}
\mathscr{W}\left(\underline{f}^{*} \cdot \underline{f}\right) \geqslant 0, \quad \text { for all } f \in E, \tag{3.9}
\end{equation*}
\]
where the involution \(*\) on \(E\) is given by canonical extension of the involution on \(E\) and the product is the usual product of tensor algebras. Conversely according to the well known reconstruction theorem \({ }^{1-3}\) such a state \(\mathscr{W}\) on \(\underline{E}\) determines uniquely up to unitary equivalence a field \(A\) over \(E=\mathscr{O}\left(\mathrm{D}^{4}\right)\) satisfying ( \(\mathrm{H}_{1}\) ) and (3.6).

If the field \(A\) is covariant in the sense of condition ( \(\mathrm{H}_{2}\) ) then the associated state \(\mathscr{W}=\mathscr{W}^{A}\) on \(\underline{E}\) is easily seen to be invariant under the action
\[
\begin{equation*}
\underline{\alpha}_{g}=\underset{n=0}{\infty} \alpha_{g}^{\otimes n}, \quad \alpha_{g}^{\otimes 0}=1, \tag{3.10}
\end{equation*}
\]
of \(G=\mathrm{i} L(2, \mathrm{C})\) on \(\underline{E}\).
Conversely if a state \(\mathscr{W}\) on \(\underline{E}\) is invariant under the action (3.10) of \(G\) it determines as above a field \(A\) over \(E\) and a continuous unitary representation \(U\) of \(G\) satisfying ( \(\mathrm{H}_{1}\) ) and \(\left(\mathrm{H}_{2}\right)\).

Next we translate the locality condition \(\left(\mathrm{H}_{4}\right)\) into properties of the \(n\)-point functions \(\mathscr{F}_{n}\). This condition says
\(\operatorname{supp}_{\mathrm{HF}}\left(\Phi,[A(\cdot), A(\cdot)]_{\sigma} \psi\right) \subset \bar{K}, \quad\) for all \(\Phi, \psi \in \mathscr{D}_{0}\),
where \([A(f), A(g)]_{\sigma}=A(f) A(g)-\sigma A(g) A(f)\), for all \(f, g \in E, \sigma=(-1)^{\alpha}, \alpha=0\) or 1 , that is, we assume \(A=A_{\alpha}\) in \(\left(\mathrm{H}_{4}\right)\). Hence if we introduce, for \(0 \leqslant j \leqslant n\) and \(n=0,1,2, \ldots\), Fourier hyperfunctions \(\mathscr{F}_{n_{j}} \in \mathscr{O}\left(\mathbb{D}^{4(n+2)}\right)^{\prime}\) by
\[
\begin{align*}
\mathscr{W}_{n, j} & \left(x_{1}, \ldots, x_{j}, x, y, x_{j+1}, \ldots, x_{n}\right) \\
= & \mathscr{W}_{n+2}\left(x_{1}, \ldots, x_{j}, x, y, x_{j+1}, \ldots, x_{n}\right) \\
& \quad-\sigma \mathscr{W}_{n+2}\left(x_{1}, \ldots, x_{j}, y, x, x_{j+1}, \ldots, x_{n}\right) \tag{3.11}
\end{align*}
\]
we easily see that by definition of \(\mathscr{D}_{0}\) the locality condition \(\left(\mathrm{H}_{4}\right)\) is equivalent to
\[
\begin{equation*}
\operatorname{supp}_{\mathrm{HF}} \mathscr{W}_{n, j} \subset \bar{K}_{n, j} \tag{3.12}
\end{equation*}
\]
or \(\mathscr{W}_{n, j} \in \mathscr{O}\left(\bar{K}_{n, j}\right)^{\prime}\), for all \(0 \leqslant j \leqslant n\) and all \(n=0,1,2, \ldots\), where \(\bar{K}_{n, j}\) is the closure of \(K_{n j}=\mathbb{R}^{4 j} \times K \times \mathbb{R}^{4(n-j)}\) in \(\mathbb{D}^{4(n+2)}\).

In Sec. \(V\) the "cluster property" is proved to be equivalent to condition ( \(\mathrm{H}_{5}\) ) (uniqueness of the vacuum state \(\Phi_{0}\) ).

Thus we are left with expressing the spectral condition \(\left(\mathrm{H}_{3}\right)\) in terms of properties of the \(n\)-point functions. How-
ever, in HFQFT this is considerably more complicated than for the tempered field since also in energy-momentum space there are no test functions of compact support. Hence this point needs some additional arguments.

Suppose that \(\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{2}\right)\) are satisfied. Then according to Proposition 2.2 there are continuous linear maps
\[
\Phi_{n}: E(n) \rightarrow \mathscr{H}, E(n)=\mathscr{O}\left(\mathbb{D}^{4 n}\right)
\]
satisfying, for all \(f_{j} \in E(1)=\mathscr{O}\left(\mathbb{D}^{4}\right)\),
\[
\begin{equation*}
\Phi_{n}\left(f_{1} \otimes \cdots \otimes f_{n}\right)=A\left(f_{1}\right) \cdots A\left(f_{n}\right) \Phi_{0}, \quad n=1,2, \cdots \tag{3.13}
\end{equation*}
\]

The covariance of the field under \(G=\operatorname{iSL}(2, \mathbb{C})\) implies in particular the following transformation law for these maps \(\Phi_{n}\) under translations:
\[
\begin{align*}
U(a) \Phi_{n}\left(f_{n}\right) & =\Phi_{n}\left(f_{n, a}\right)  \tag{3.14}\\
f_{n, a}\left(x_{1}, \ldots, x_{n}\right) & =f_{n}\left(x_{1}-a, \ldots, x_{n}-a\right)
\end{align*}
\]

The consequences of these transformation properties on the Fourier hyperfunctions \(\Phi_{n}\) with values in the Hilbert space \(\mathscr{H}\) are most conveniently analyzed if in its Fourier transform \(\widetilde{\Phi}_{n}\) the following variables are introduced:
\[
\begin{align*}
& \left(q_{1}, \ldots, q_{n}\right)=\chi_{n}^{-1}\left(p_{1}, \ldots, p_{n}\right), \quad q_{k}=\sum_{j=k}^{n} p_{j} \\
& \widetilde{Z}_{n}=\Phi_{n} \cdot \chi_{n} \tag{3.15}
\end{align*}
\]

Denote by \(P\) the generator of the translations \(U(a)\), i.e.,
\[
\begin{equation*}
U(a)=e^{i a P}=\int e^{i a k} E(d k) \tag{3.16}
\end{equation*}
\]

The spectrum \(\Sigma=\sigma(P)\) of the operator \(P\) is given by the support of the projection-valued measure \(E\) :
\[
\begin{equation*}
\Sigma=\sigma(P)=\operatorname{supp} E \tag{3.17}
\end{equation*}
\]

For any continuous bounded function \(h\) we know
\[
\begin{equation*}
h(P)=\int h(k) E(d k)=\int d a \tilde{h}(a) U(a) \tag{3.18}
\end{equation*}
\]
to be a bounded operator.
The transformation property (3.14) can now be expressed in the following way: For every \(f \in E(1) \equiv \mathscr{O}\left(\mathbb{D}^{4}\right)\), every \(g \in E(n-1)=\mathscr{O}\left(\mathbb{D}^{4(n-1)}\right.\), and every function \(\tilde{h}\) in the multiplicator space of \(E(1)\), one has
\[
\begin{equation*}
h(P) \widetilde{Z}_{n}(f \otimes g)=\widetilde{Z}_{n}(h \cdot f \otimes g) \tag{3.19}
\end{equation*}
\]

This equation can be used to extend \(\widetilde{Z}_{n}\) in its first argument \(f\). For every \(m \in \mathbb{N}\), define functions \(\rho_{m}\) and \(\psi_{m}\) by
\[
\begin{equation*}
\rho_{m}(q)=\prod_{i=0}^{3} \cosh \left(\frac{q_{i}}{m}\right) \quad \text { and } \quad \psi_{m}(q)=\rho_{m}(q)^{-1} \tag{3.20}
\end{equation*}
\]

It follows, for \(m=1,2, \ldots\),
\[
\psi_{m} \in \mathscr{O}\left(\mathbb{D}^{4}\right), \quad \text { and } \quad\left|\rho_{m}(q)\right| \leqslant C e^{|q| / m}
\]

So we can rewrite Eq. (3.19) as
\[
\begin{equation*}
\widetilde{Z}_{n}(f \otimes g)=\left(\rho_{m} \cdot f\right)(P) \widetilde{Z}_{n}\left(\psi_{m} \otimes g\right) \tag{3.21}
\end{equation*}
\]
and thus \(f \rightarrow \widetilde{Z}_{n}(f \otimes g)\) can be extended to all those \(f\) for which \(\left(\rho_{m} \cdot f\right)(P)\) is a bounded operator on \(\mathscr{H}\), i.e., for which
\[
\sup _{q \in \Sigma}\left|\rho_{m}(q) f(q)\right| \leqslant C|f|_{m, \Sigma} \equiv C \sup e_{q \in \Sigma} e^{|q| / m \mid}|f(q)|<\infty
\]
is finite. This is in particular the case for all continuous functions \(f\) of compact support \(K\) in \(\mathbb{R}^{4}\) :
\[
|f|_{m, \Sigma} \leqslant C_{K \cap \Sigma}|f|_{\infty, K \cap \Sigma}=C_{K \cap \Sigma} \sup _{q \in K \cap \Sigma}|f(q)|<\infty .
\]

Hence we have proved the first part of the following proposition.

Proposition 3.1: (a) The vector-valued Fourier hyperfunctions \(\widetilde{Z}_{n}\) of Eq. (3.15) can be extended to continuous linear maps
\[
C_{0}\left(\mathbb{R}^{4}\right) \times \mathscr{O}\left(\mathbb{D}^{4(n-1)}\right) \rightarrow \mathscr{H},
\]
that is, \(\widetilde{Z}_{n}\) is a Radon measure in \(q_{1}\) and a Fourier hyperfunction in
\(q_{2}, \ldots, q_{n}, \quad n=2,3, \ldots\).
(b) For every \(g \in E(n-1)\) the measure \(h \rightarrow \widetilde{Z}_{n}(h \otimes g)\) is slowly increasing and has its support \(\Sigma_{n}(g)\) contained in \(\Sigma\).
(c) The energy-momentum spectrum \(\Sigma\) of the theory is given by
\(\Sigma=\mathrm{cl}\left(\{0\} \cup \bigcup_{n=1}^{\infty} \Sigma_{n}\right), \quad \Sigma_{n}=\underset{g \in E(n-1)}{\cup} \Sigma_{n}(g)\),
where \(\operatorname{cl}(A)\) denotes the closure of \(A\) in \(\mathbb{R}^{n}\).
To complete the proof note that by Eq. (3.21) \(Z_{n}(h \otimes g)\) extends to all functions
\[
h \in F=\underset{m \rightarrow \infty}{\operatorname{ind}} \lim F_{m},
\]
where \(F_{m}\) is the Banach space of continuous functions on \(\mathbb{R}^{n}\) such that \(|h|_{m, \Sigma}\) is finite. Hence this measure is slowly increasing and has its support \(\Sigma_{n}\) contained in \(\Sigma\).

Finally part (c) follows from the fact that
\[
\left\{\Phi_{0}\right\},\left\{\widetilde{Z}_{n}(f \otimes g) \mid f \in E(1), g \in E(n-1), n=1,2, \ldots\right\}
\]
is a total set of vectors in the representation space \(\mathscr{H}\) of the unitary representation \(U\).

The connection of the vector-valued Fourier hyperfunctions \(\widetilde{Z}_{n}\) with the \(n\)-point functions of the theory is described by the following proposition.

Proposition 3.3: (a) Define Fourier hyperfunctions \(\tilde{W}_{n-1}, n=2,3, \ldots\), by
\[
\begin{align*}
& \widetilde{W}_{n-1}(f)=\left(\Phi_{0}, \widetilde{Z}_{n}\left(\psi_{m} \otimes f\right)\right) \\
& f \in E(n-1)=\mathscr{O}\left(\mathbb{D}^{4(n-1)}\right) \tag{3.23}
\end{align*}
\]
where \(m \in \mathbb{N}\) is arbitrary; then the Fourier transform \(\widetilde{\mathscr{F}}_{n}\) of the \(n\)-point function \(\mathscr{W}_{n}\) satisfies
\[
\begin{equation*}
\tilde{\mathscr{W}}_{n} \cdot \chi_{n}\left(q_{1}, \ldots, q_{n}\right)=\delta\left(q_{1}\right) \tilde{W}_{n-1}\left(q_{2}, \ldots, q_{n}\right) \tag{3.24}
\end{equation*}
\]
(b) These Fourier hyperfunctions \(\widetilde{W}_{n-1}\) allow the following decompositions:
\[
\begin{align*}
& \left(\widetilde{Z}_{j}\left(f_{j} \otimes \cdots \otimes f_{1}\right), \widetilde{Z}_{j+1}\left(f_{j+1} \otimes \cdots \otimes f_{n}\right)\right) \\
& \quad=\widetilde{W}_{n-1}\left(\bar{f}_{1} \otimes \cdots \otimes \bar{f}_{j-1} \otimes \bar{f}_{j} \cdot f_{j+1} \otimes f_{j+2} \otimes \cdots \otimes f_{n}\right) \tag{3.25}
\end{align*}
\]
for all \(f_{i} \in \mathcal{O}\left(\mathbb{D}^{4}\right), 1 \leqslant j \leqslant n-1, n=2,3, \ldots\).
Proof: (a) Define \(\widetilde{W}_{n-1}\) by Eq. (3.23) with \(m=1\). Then for arbitrary \(m \in \mathbb{N}\) we use Eq. (3.21) to get
\[
\widetilde{Z}_{n}\left(\psi_{1} \otimes f\right)=\left(\rho_{m} \cdot \psi_{1}\right)(P) \widetilde{Z}_{n}\left(\psi_{m} \otimes f\right)
\]
and thus, since the cyclic unit vector \(\Phi_{0}\) is translation invariant and
\[
\begin{aligned}
& \left(\rho_{m} \psi_{1}\right)(0)=1 \\
& \begin{aligned}
\left(\Phi_{0}, \widetilde{Z}_{n}\left(\psi_{1} \otimes f\right)\right) & =\left(\rho_{m} \psi_{1}\right)(0)\left(\Phi_{0}, \widetilde{Z}_{n}\left(\psi_{m} \otimes f\right)\right) \\
& =\left(\Phi_{0}, \widetilde{Z}_{n}\left(\psi_{m} \otimes f\right)\right)
\end{aligned}
\end{aligned}
\]

Hence the definition (3.23) is independent of \(m \in \mathbb{N}\).
Similarly we have, for all \(f_{i} \in \mathcal{O}\left(\mathbb{D}^{4}\right)\), according to Eqs. (3.6), (3.15), and (3.21),
\[
\begin{aligned}
\mathscr{W}_{n} & \cdot \chi_{n}\left(f_{1} \otimes \cdots \otimes f_{n}\right) \\
& =\left(\Phi_{0}, \widetilde{Z}_{n}\left(f_{1} \otimes \cdots \otimes f_{n}\right)\right) \\
& =\left(p_{m} \cdot f_{1}\right)(0)\left(\Phi_{0}, \widetilde{Z}_{n}\left(\psi_{m} \otimes \cdots \otimes f_{n}\right)\right) \\
& =f_{1}(0) \widetilde{W}_{n-1}\left(f_{2} \otimes \cdots \otimes f_{n}\right),
\end{aligned}
\]
and this proves Eq. (3.24). Finally part (b) follows by straightforward calculations directly from the definitions.

Remark 3.1: Together with Proposition 3.1, Eq. (3.25) says that the Fourier hyperfunctions \(\widetilde{W}_{n-1}\) can always be considered in one of its variables as slowly increasing Radon measure with support in \(\Sigma\). In particular we have, for all \(h \in E(1), g \in E(n-1), n=1,2, \ldots\),
\[
\begin{equation*}
\widetilde{W}_{2 n-1}\left(g^{*} \otimes \bar{h} \cdot h \otimes g\right)=\left(\widetilde{Z}_{n}(h \otimes g), \widetilde{Z}_{n}(h \otimes g)\right), \tag{3.26}
\end{equation*}
\]
exhibiting positivity properties of these measures.
Finally we derive support properties of the Fourier hyperfunctions \(\widetilde{W}_{n-1}, n=2,3, \ldots\), in all variables.

Denote by \(\bar{\Sigma}\) the closure of \(\Sigma\) in \(\mathbb{D}^{4}\) and introduce for \(j=1, \ldots, n-1\) the closed set
\[
U_{j}=\left\{\left(q_{1}, \ldots, q_{n-1}\right) \in\left[\mathbb{D}^{4}\right]^{(n-1)} \mid q_{j} \in \bar{\Sigma}\right\}
\]

Then Eq. (3.25) and Proposition 3.1 imply
\[
\begin{equation*}
\text { supp } \widetilde{W}_{n-1} \subset \bar{U}_{j} \tag{3.27}
\end{equation*}
\]
that is,
\[
\widetilde{W}_{n-1 \mid V_{j}}=0,
\]
for \(V_{j}=\bar{U}_{j}^{c}=\left[\mathbb{D}^{4}\right]^{(n-1)}-\bar{U}_{j}\) and \(j=1,2, \ldots, n-1\).
The localization property ( \(\mathrm{L}_{1}\) ) of the sheaf of Fourier hyperfunctions on energy-momentum space implies
\[
\widetilde{W}_{n-1 \mid \cup \cup_{j=1}^{n} v_{j}}=0
\]
or
\[
\begin{equation*}
\operatorname{supp} \widetilde{W}_{n-1} \subset\left(\bigcup_{j=1}^{n-1} V_{j}\right)^{c}=\bigcap_{j=1}^{n-1} \bar{U}_{j}=\bar{\Sigma}^{n-1} \tag{3.28}
\end{equation*}
\]

Here we consider that \(\widetilde{W}_{n-1}\) is defined on \(\left[\mathbb{D}^{4}\right]^{n-1}\). Since \(\mathscr{O}\left(\bar{\Sigma}^{n-1}\right) \supset \mathscr{O}\left(\overline{\Sigma^{n-1}}\right)\), we have \(\operatorname{supp} \widetilde{W}_{n-1} \subset \overline{\Sigma^{n-1}}\), if we consider that it is defined on \(\mathbb{D}^{4(n-1)}\) (see Remark 2.3). By Proposition 3.2 this proves the following corollary.

Corollary 3.3: In a relativistic quantum field theory over \(E=\mathscr{O}\left(\mathbb{D}^{4}\right)\) [only \(\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{3}\right)\) have to be assumed] the Fourier transform \(\widetilde{\mathscr{W}}_{n}\) of the \(n\)-point function \(\mathscr{W}_{n}\) has its support contained in the closure of
\[
\begin{aligned}
& \left\{\left(p_{1} \ldots, p_{n}\right) \in \mathbb{R}^{4 n} \mid \sum_{j=1}^{n} p_{j}=0,\right. \\
& \left.\quad\left(\sum_{j=2}^{n} p_{j}, \sum_{j=3}^{n} p_{j}, \ldots, p_{n-1}+p_{n}, p_{n}\right) \in \boldsymbol{\Sigma}^{(n-1)}\right\}
\end{aligned}
\]
in \(D^{4 n}\).
Therefore also in HFQFT a field \(A\) can be characterized in the usual way in terms of its \(n\)-point functions \(\mathscr{W}_{n}=\mathscr{W}_{n}^{A}\) if the relevant support conditions (in coordinate and energymomentum space) are interpreted in the sense of hyperfunctions. From (2.26) we have supp \(\widetilde{Z}_{n} \subset \bar{\Sigma}^{n}\) or supp \(\widetilde{Z}_{n} \subset \overline{\Sigma^{n}}\). The support properties of the Fourier transforms \(\widetilde{\mathscr{W}}_{n}\) of the \(n\)-point function \(\mathscr{W}_{n}\) together with the Paley-Wiener theorem for Fourier hyperfunctions (Proposition 2.8) allow us to derive the basic analyticity properties of the Wightman functions as easily as for tempered fields. \({ }^{1-3}\)

Theorem 3.4: The \(n\)-point functions \(\mathscr{W}_{n}\) of a relativistic quantum field over \(E=\mathcal{O}\left(\mathrm{D}^{4}\right)\) [only \(\left(\mathrm{H}_{1}\right)-\left(\mathrm{H}_{3}\right)\) have to be assumed] are boundary values of \(L^{+}(\mathbb{C})\)-invariant holomorphic functions \(\widehat{\mathscr{W}}_{n}\).
(a) \(\hat{\mathscr{W}}_{n+1}\left(z_{0}, z_{1}, \ldots, z_{n}\right)=\hat{W}_{n}\left(z_{1}-z_{0}, z_{2}-z_{1}, \ldots\right.\), \(\left.z_{n}-z_{n-1}\right)\),
where \(\widehat{W}_{n}\) is holomorphic and \(L^{+}(\mathbb{C})\) invariant on the extended tube
\[
\mathscr{F}_{n}^{\prime}=\bigcup_{A \in L^{+}(\mathbb{C})} A \mathscr{F}_{n^{\prime}}^{+} \quad \text { and } \quad \mathscr{F}_{n}^{+}=T\left(V_{+}^{n}\right)
\]
is the forward tube.
(b) The restriction of \(\widehat{W}_{n}\) to \(\mathscr{F}_{n}^{+}\)is the Fourier-Laplace transform of the Fourier hyperfunction \(\widetilde{W}\) defined in Proposition 3.2. As an identity for Fourier hyperfunctions we have, for fixed \(y_{j} \in V_{+}\),
\[
\begin{align*}
& \mathscr{W}_{n+1}\left(x_{0}, x_{1}, \ldots, x_{1}\right) \\
& \quad=\lim _{\in \rightarrow+0} \hat{W}_{n}\left(x_{1}-x_{0}+i \in y_{1}, \ldots, x_{n}-x_{n-1}+i \in y_{n}\right) . \tag{3.30}
\end{align*}
\]

\section*{C. Characterization of locality, existence of PCT operator, and global nature of local commutativity}

The locality condition (3.11) and (3.12) says that the \(n\) point functions
\[
\mathscr{W}_{n+2}\left(x_{1}, \ldots, x, y, x_{j+1}, \ldots, x_{n}\right)
\]
and
\[
-(-1)^{\alpha \beta} \mathscr{W}_{n+2}\left(x_{1}, \ldots, x, y, x_{j+1}, \ldots, x_{n}\right)
\]
agree as Fourier hyperfunctions in particular on the subset
\[
\begin{aligned}
I_{n+2}= & \left\{\left(x_{1}, \ldots, x, y, x_{j+1}, \ldots, x_{n}\right) \in \mathbb{R}^{4(n+2)} \mid\left(x_{i}-x_{j}\right)^{2}<0(i \neq j),\right. \\
& \left.(x-y)^{2}<0,\left(x_{j}-x\right)^{2}<0,\left(x_{j}-y\right)^{2}<0, j=1, \ldots, n\right\},
\end{aligned}
\]
which is open in \(\mathbb{R}^{4(n+2)}\).
By Jost's characterization of the real points of the extended tube \(\mathscr{F}_{n+1}^{\prime}\) (see Ref. 2) it follows from Theorem 3.4 that \(I_{n+2}\) consists of real points of analyticity of the associated Wightman functions \(\mathscr{W}_{n+2}\left(x_{1}, \ldots, x, y, x_{j+1}, \ldots, x_{n}\right)\) and \(\mathscr{W}_{n+2}\) \(\left(x_{1}, \ldots, y, x, x_{j+1}, \ldots, x_{n}\right)\).

However, if two analytic functions agree, in the sense of Fourier hyperfunctions, on an open set of real points of analyticity they do so as analytic functions (Corollary 2.11). This implies now that we can argue as in the case of tempered fields and arrive at the following theorem.

Theorem 3.5: Consider the Wightman functions \(\hat{\mathscr{W}}_{n}\) of a relativistic quantum field over \(E=\mathcal{O}\left(\mathbb{D}^{4}\right)\) [satisfying only \(\left.\left(H_{1}\right)-\left(H_{3}\right)\right]\) as given by Theorem 3.4. Then the locality condition \(\left(H_{4}\right)\) holds if and only if the \(\mathscr{W}_{n}\) are analytic in
\(S_{n}^{\pi}=\left\{\left(z_{1}, \ldots, z_{n}\right) \mid\left(z_{\pi(2)}-z_{\pi(1)}, \ldots, z_{\pi(n)}-z_{\pi(n-1)}\right) \in \mathscr{T}_{n-1}^{\prime}, \quad\right.\) for some permutation \(\pi\) of \(\left.(1, \ldots, n)\right\}\), and are permutation symmetric there:
\(\widehat{W}_{n}\left(z_{1}, \ldots, z_{n}\right)=\widehat{\mathscr{W}}_{n}\left(z_{\pi(1)}, \ldots, z_{\pi(n)}\right), \quad n=2,3, \ldots\).
Remark 3.2: Without giving further details it should be clear from the above discussion on analyticity results that the PCT theorem \({ }^{1-3}\) continues to hold in HFQFT.

Later we will have to use the following technical result that relies in an essential way on the analyticity properties of the Wightman functions.

Proposition 3.6: If \(A=\left(A_{1}, \ldots, A_{M}\right)\) is a relativistic quantum field over \(E=\mathscr{O}\left(\mathbb{D}^{4}, V\right), \operatorname{dim} V=M\), then \(A_{j_{0}}(f) \Phi_{0}=0\), for all \(f \in \mathscr{O}\left(\mathbb{D}^{4}\right)\) and some \(j_{0} \in\{1, \ldots, M\}\), implies \(A_{j_{0}}=0\) ( \(\Phi_{0}\) denotes the cyclic vacuum vector).

Proof: Since \(A\) is supposed to be local, the components \(\left\{A_{j}\right\}\) - of \(A\) are local relative to each other, that is,
\(\operatorname{supp}\left[A_{i}(\cdot), A_{j}(\cdot)\right]_{\sigma_{i j}} \subset \bar{K}, \quad i, j=1, \ldots, M\).
At all points \(\left(x_{1}, \ldots, x, x_{k+1}, \ldots, x_{n}\right)\) such that
\[
\left(x_{2}-x_{1}, \ldots, x-x_{k}, x_{k+1}-x, \ldots, x_{n}-x_{n-1}\right)=\left(\xi_{1}, \ldots, \xi_{n}\right)
\]
is a Jost point we have, by repeated application of the locality condition as an identity for Fourier hyperfunctions,
\[
\begin{aligned}
W_{n}\left(\xi_{1}, \ldots, \xi_{n}\right) & =\left(\Phi_{0}, A_{j_{1}}\left(x_{1}\right) \cdots A_{j_{k}}\left(x_{k}\right) A_{j_{0}}(x) A_{j_{k+1}}\left(x_{k+1}\right) \cdots A_{j_{n}}\left(x_{n}\right) \Phi_{0}\right) \\
& = \pm\left(\Phi_{0}, A_{j_{1}}\left(x_{1}\right) \cdots A_{j_{n}}\left(x_{n}\right) A_{j_{0}}(x) \Phi_{0}\right)=0
\end{aligned}
\]

Thus Theorem 3.4 implies that the Wightman functions \(\widehat{W}_{n} \in \widetilde{\mathcal{O}}\left(\mathscr{T}_{n}^{\prime}\right)\) vanish on the open subset \(J_{n}\) of \(\mathbb{R}^{4 n}\). Hence by Corollary \(2.11 \widetilde{W}_{n}\) vanishes identically. Therefore again by Theorem 3.4 the boundary value
\(\left(\Phi_{0}, A_{j_{1}}\left(x_{1}\right) \cdots A_{j_{k}}\left(x_{k}\right) A_{j_{0}}(x) A_{j_{k+1}}\left(x_{k+1}\right) \cdots A_{j_{n}}\left(x_{n}\right) \Phi_{0}\right)\)
vanishes identically. And this holds for all \(j_{i} \in\{1, \ldots, M\}\), all \(1 \leqslant k<n\), and all \(n=1,2, \ldots\).

Thus \(A_{j_{1}}(f)\) vanishes for all \(f \in \mathscr{O}\left(\mathbb{D}^{4}\right)\) on the minimal domain \(\mathscr{D}_{0}\), and we are done, since by cyclicity of \(\Phi_{0}\) the minimal domain is dense in the Hilbert space.

Remark 3.3: The proof of the "global nature of local commutativity"'(Chap. 4.1 of Ref. 1) for tempered fields relies on analyticity properties of the Wightman functions and on arguments about analytic completion for special tube domains. The basic analyticity properties are provided by Theorem 3.4. The proofs of Theorem 3.5, Proposition 3.6, and Theorem 6.1 show that also in HFQFT the appropriate tools are available to imitate the proof given for tempered fields. Hence we conclude the following.

Theorem 3.7: Let \(A\) be a relativistic quantum field over \(E=\mathscr{O}\left(\mathbb{D}^{4}, V\right), \quad \operatorname{dim} V<\infty\), satisfying \(\left(\mathrm{H}_{0}\right)-\left(\mathrm{H}_{5}\right)\) but the locality condition ( \(\mathrm{H}_{4}\) ) only in the weaker form
\[
\operatorname{supp}\left\langle A_{\alpha}, A_{\beta}\right\rangle \subset \bar{M},
\]
with some closed subset \(M \subset \mathbb{R}^{4} \times \mathbb{R}^{4}\) satisfying
\[
K \subset M \text { and } M^{c} \neq \varnothing
\]

Then \(A\) satisfies \(\operatorname{supp}\left\langle A_{\alpha}, A_{\beta}\right\rangle \subset \bar{K}\), i.e., \(A\) satisfies the locality condition \(\left(\mathrm{H}_{4}\right)\).

\section*{IV. CLUSTER PROPERTY}

The proof of the cluster property as given by Jost and \(\mathrm{Hepp}^{30}\) applies whenever the minimal domain \(\mathscr{D}_{0}\) of the field, spanned by
\[
\left\{\Phi_{0}, A\left(f_{j_{1}}\right) \cdots A\left(f_{j_{n}}\right) \Phi_{0} \mid f_{j_{r}} \in E, n=1,2, \ldots\right\}
\]
is invariant under the infinitesimal generators of \(G=\mathrm{iSL}(2, \mathrm{C})\) in the given representation \(U\left[\right.\) see \(\left.\left(\mathrm{H}_{2}\right)\right]\). By the definition of the minimal domain and the action of \(U(g)\), \(g \in G\), on it this follows immediately from the invariance of the underlying space \(E\) of test functions under the infinitesi\(m a l\) generators of the action \(\alpha\) of \(G\) on \(E\) according to \(\left(\mathrm{H}_{0}\right)\). We give an explicit proof of this latter invariance for the testfunction space \(E=\mathscr{O}\left(D^{4}\right)\) of rapidly decreasing holomorphic functions on \(\mathrm{D}^{4}\) and prepare it by a sequence of lemmas. The technical details are given only for the more complicated case of the subgroup \(\operatorname{SL}(2, \mathbb{C})\) of \(G\). The corresponding proof for the subgroup of translations is left as an exercise.

Let \(t \rightarrow \Lambda_{t}\) be a function on \(\mathbf{R}\) with values in the space of \(n \times n\) matrices such that
(i) \(\quad \Lambda_{0}=I=\) identity matrix,
(ii) \(\quad \Lambda_{t}=I+t \Sigma+o(t)\), for \(|t| \rightarrow 0\),
with some \(n \times n\) matrix \(\Sigma\),
i.e., \(t \rightarrow \Lambda_{t}\) is differentiable at \(t=0\).

For \(x \in \mathbb{R}^{n}\) we introduce
\[
\begin{equation*}
y_{t}=\Lambda_{t} x-x \text { and } y=\Sigma x \tag{4.2}
\end{equation*}
\]
and get immediately, with some constant \(C \in \mathbb{R}_{+}\),
\[
\begin{equation*}
\left|y_{t}-t y\right|=o(t)|x|, \quad\left|y_{t}\right| \leqslant|t| C|x| . \tag{4.3}
\end{equation*}
\]

Now let \(U_{m}\) be a neighborhood of \(\mathbb{D}^{n}\), e.g.,
\[
U_{m}=\left\{x+i y \in \mathbb{Q}^{n}| | \operatorname{Im} y \mid<1 / m\right\} .
\]

Take some fixed \(f \in \mathcal{O}_{c}^{m}=\mathscr{O}_{c}^{m}\left(U_{m}\right)\), and apply Taylor's theorem for fixed \(x\) and \(|t| \rightarrow 0\) :
\[
\begin{align*}
f\left(\Lambda_{t} x\right)-f(x)= & \sum_{j=i}^{n} y_{t}^{j} \partial_{j} f(x) \\
& +\sum_{j, k=1}^{n} y^{j}{ }_{t} y_{t}^{k}\left(\partial_{j} \partial_{k} f\right)\left(x+\theta_{t} y_{t}\right) \tag{4.4}
\end{align*}
\]
where \(y_{t}^{j}\) is the \(j\) th component of \(y_{t}\) and \(\theta_{t}=\theta_{i}(x)\) some real number between 0 and 1 . The terms on the right-hand side of this equation will be controlled by some lemmas.

Lemma 4.1: For \(f \in \mathscr{O}_{c}^{m}\) and \(\beta=\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{Z}_{+}^{n}\), we have \(\partial_{\beta} f \in \mathcal{O}_{c}^{m^{\prime}}\) for all \(m^{\prime}>m\).

Proof: For \(m^{\prime}>m\) there is \(\delta>0\) such that the polycircles
\[
C(z)=C_{1} \times \cdots \times C_{n}, \quad C_{j}=\left\{\zeta_{j}| | \zeta_{j}-z_{j} \mid=\delta\right\}
\]
\[
|\operatorname{Im} z| \leqslant 1 / m^{\prime}
\]
are contained in \(\{\zeta||\operatorname{Im} \zeta|<1 / m\}\). Hence, for \(\zeta \in C(z)\) and \(m^{\prime}>m\), we know
\[
|z| / m^{\prime}-|\zeta| / m \leqslant \delta / m^{\prime}
\]

By Cauchy's integral formula, \(\partial_{\beta} f(z)\) is easily dominated according to
\[
\begin{aligned}
&\left|\partial_{\beta} f(z)\right|=(2 \pi)^{-n}\left|\int_{C(2)} f(\zeta) \prod_{j=1}^{n}\left(\zeta_{1}-z_{j}\right)^{-1-\beta} j d \zeta_{j}\right| \\
& \leqslant K_{1}\|f\|_{m} e^{-|\zeta| / m},
\end{aligned}
\]
and thus
\[
\left\|\partial_{\beta} f\right\|_{m^{\prime}}=\sup _{|\mathrm{Im} z| \leq 1 / m^{\prime}} e^{|z| / m^{\prime}}\left|\partial_{\beta} f(z)\right| \leq K_{1}\|f\|_{m} d e^{\delta / m^{\prime}}
\]

Lemma 4.2: For fixed \(g \in \mathcal{O}_{c}^{m}\) and all \(m^{\prime}>n\).,
\((1 / t) y_{t}^{j} g\) converges for \(|t| \rightarrow 0\) in \(\mathscr{O}_{c}^{m^{\prime}}\) to \(y^{j} g\).
Proof: By (4.3), given \(\epsilon>0\), there is \(\delta>0\) such that, for all \(x\) and all \(0<|t|<\delta\),
\[
\left|y_{t}-t y\right| \leqslant \epsilon|t||x| .
\]

Hence, for all \(m^{\prime}>m\) and all \(0<|t|<\delta\), we have, for \(j=1, \ldots, n\),
\(\left\|(1 / t) y^{j} g-y^{j} g\right\|_{m^{\prime}}\)
\[
\begin{aligned}
& =\sup _{|\mathrm{Im} \times|<1 / m^{\prime}}\left|(1 / t) y_{t}^{j}-y^{j}\right| g(x) \mid e^{|x| / m^{\prime}} \\
& \quad \leqslant \sup _{|\mathrm{Im} x|<1 / m^{\prime}} \epsilon|x|\|g\|_{m} e^{|x|\left(1 / m^{\prime}-1 / m\right)}=\epsilon\|g\|_{m} C_{m} .
\end{aligned}
\]

This implies the statement of the lemma.
Lemma 4.3: For fixed \(g \in \mathscr{O}_{c}^{m}\) and all \(m^{\prime}>m\),
\((1 / t) y_{t}^{j} y_{t}^{k} g\left(\cdot+\theta_{t}(\cdot) y_{t}\right) \rightarrow 0\) in \(\mathscr{O}_{c}^{m^{\prime}}\) as \(|t| \rightarrow 0\).
Proof: Choose \(\delta=\left(1-m / m^{\prime}\right) / C\), where the positive constant \(C\) is given by (4.3). Then we have by (4.3), for all \(0<|t|<\delta\),
\[
\left|\theta_{t}(x) y_{t}\right| \leqslant\left|y_{t}\right| \leqslant|x|
\]
and thus
\[
\left|x+\theta_{t} y_{t}\right| \geqslant|x|(1-|t| C)
\]

Furthermore, for all \(0<|t|<\delta / 2\),
\[
\frac{1}{m^{\prime}}-\frac{1-|t| C}{m}<\frac{1}{2}\left(\frac{1}{m^{\prime}}-\frac{1}{m}\right)<0
\]
is known. This implies, for \(0<|t|<\delta / 2\),
\[
\begin{aligned}
\left|(1 / t) y^{j} y_{t}^{k} g\left(x+\theta_{t}(\cdot) y_{t}\right)\right| & \leqslant C^{2}|t||x|^{2}\|g\|_{m} e^{-\left|x+\theta_{t}(x) y_{t}\right| / m} \\
& \leqslant|t| C^{2}\|g\|_{m}|x|^{2} e^{-|x|(1-C|t|) / m}
\end{aligned}
\]
and
\(\left\|(1 / t) y^{j}{ }_{t} y_{t}^{k} g\left(\cdot+\theta_{t}(\cdot) y_{t}\right)\right\|_{m^{\prime}}\)
\[
\begin{aligned}
& \leqslant|t| C^{2}\|g\|_{m} \sup _{|\mathrm{Im} x| \leqslant 1 / m}|x|^{2} e^{|x|\left[1 / m^{\prime}-(1-C|t|) / m\right]} \\
& \leqslant|t|\|g\|_{m} C_{m}
\end{aligned}
\]
for all \(0<|t|<\delta / 2\), follows easily.
Proposition 4.4: The space \(\mathcal{O}\left(\mathbb{D}^{n}\right)\) is invariant under the infinitesimal generators of the induced action of (4.1) on \(\mathscr{O}\left(\mathbb{D}^{n}\right)\), that is, for fixed \(f \in \mathscr{O}\left(\mathbb{D}^{n}\right)\), one has
\[
\begin{equation*}
\lim _{|t| \rightarrow 0}\left\{f\left(\Lambda_{t} \cdot\right)-f(\cdot)\right\}=\widehat{\Sigma} f \text { in } \mathscr{O}\left(\mathbb{D}^{n}\right) \tag{4.5}
\end{equation*}
\]
where
\[
(\widehat{\Sigma} f)(x)=\sum_{j=1}^{n}(\Sigma x)^{j}\left(\partial_{j} f\right)(x)
\]

Proof: Since \(\mathcal{O}\left(\mathbb{D}^{n}\right)\) is the inductive limit of the Banach spaces \(\mathscr{O}_{c}^{m}=\mathscr{O}_{c}^{m}\left(\mathbb{D}^{n}\right)\) for \(m \rightarrow \infty\) it suffices to show that, for fixed \(f \in \mathscr{O}_{c}^{m}\), there is some \(m^{\prime}>m\) such that the above limit relation holds in \(\mathscr{O}_{c}^{m^{\prime}}\). According to Eq. (4.4),
\[
\begin{aligned}
&(1 / t)\left\{f\left(\Lambda_{t} x\right)-f(x)\right\}-(\widehat{\Sigma} f)(x) \\
&= \sum_{i=1}^{n}\left(\frac{1}{t} y_{t}^{j}-y^{j}\right) \partial_{j} f(x) \\
&+\sum_{j, k=1}^{n} \frac{1}{t} y^{j} y_{t}^{k}\left(\partial_{j} \partial_{k} f\right)\left(x+\theta_{t} y_{t}\right)
\end{aligned}
\]

Lemmas 4.1 and 4.2 imply that the first term of the righthand side tends to zero in \(\mathscr{O}_{c}^{m^{\prime}}\) for \(|t| \rightarrow 0\) for all \(m^{\prime}>m+1\). Similarly the second term converges to zero in \(\mathcal{O}_{c}^{m^{\prime}}\) for \(|t| \rightarrow 0\) for all \(m^{\prime}>m+2\) by Lemmas 4.1 and 4.3. This proves (4.5).

Corollary 4.5: A test-function space of the form \(E=\mathscr{O}\left(\mathbb{D}^{4}, V\right)\) with action \(\alpha\) of \(G=\operatorname{iSL}(2, \mathbb{C})\) on \(E\) specified by Eq. (3.3) is invariant under the infinitesimal generators of this action; i.e., \(E\) is invariant under the generators of the translations and the generators of the Lorentz transformations on \(E\).

Proof: If \(t \rightarrow A_{t}\) is a one-parameter subgroup of the Lie group \(\operatorname{SL}(2, \mathbb{C})\), we take, in Proposition 4.4,
\[
\Lambda_{t}=\Lambda\left(A_{-t}\right), \quad t \in \mathbb{R}
\]
where \(\Lambda\) is the canonical homomorphism from \(\operatorname{SL}(2, \mathbb{C})\) onto \(L_{+}^{+}\). Since \(t \rightarrow S\left(A_{-t}\right)\) is easily seen to be differentiable (compare Sec. III A), Proposition 4.4 implies that
\[
\begin{aligned}
\lim _{|t| \rightarrow 0} & (1 / t)\left\{\alpha_{\left(0, A_{t}\right)} f-f\right\} \\
& =\lim _{|t| \rightarrow 0}(1 / t)\left\{S\left(A_{-t}\right) f\left(\Lambda_{t} \cdot\right)-f(\cdot)\right\}
\end{aligned}
\]
exists in \(E\) and thus proves the invariance of this test-function space under the generators of the "Lorentz transformations" on \(E\). The case of translations is even simpler. Consid-
er the translation group in direction
\[
e \in \mathbb{R}^{4},|e|=1: \quad \alpha_{(t e, 1)} f(x)=f(x-t e), \quad t \in \mathbb{R}
\]

If we identify \(y_{t}=-t e\) and \(y=-e\) we have, instead of (4.3),
\[
\begin{equation*}
y_{t}-t y=0 \quad \text { and } \quad\left|y_{t}\right|=|t| \tag{4.3'}
\end{equation*}
\]
and thus the proof of Proposition 4.4 simplifies considerably. Finally this implies the invariance of \(E\) under the generators of the translations on \(E\).

Theorem 4.6: In a relativistic quantum field theory over a test-function space \(E=\mathscr{O}\left(\mathbb{D}^{4}, V\right)\), where the point \(p=0\) is isolated in the energy momentum spectrum \(\Sigma\), the following identity holds for arbitrary but fixed \(a, a^{2}<0\) [only \(\left(\mathrm{H}_{0}\right)-\) \(\left(\mathrm{H}_{3}\right)\) are assumed]:
\[
\begin{equation*}
\underset{\lambda \rightarrow \infty}{\mathrm{w}-\lim _{i \rightarrow} U(\lambda a, 1)=Q_{0} \equiv E(\{0\}), ~} \tag{4.6}
\end{equation*}
\]
where \(Q_{0}\) is the projection operator onto the subspace of translation invariant states.

Hence the theory has a unique vacuum state [i.e., condition \(\left(\mathrm{H}_{5}\right)\) holds] if and only if the cluster property
\[
\begin{array}{ll}
\mathscr{W}\left(\underline{g} \cdot \underline{\alpha}_{\lambda a} f\right) \rightarrow \mathscr{W}(\underline{g}) \mathscr{W}(\underline{f}), & \text { for } \lambda \rightarrow \infty, \\
& \text { for all } \underline{g}, \underline{f \in E}, \tag{4.7}
\end{array}
\]
is satisfied.
Proof: Corollary 4.5 assures that all assumptions for the "Jost-Hepp proof" of this statement \({ }^{30}\) are satisfied. Thus we are finished.

\section*{V. CONNECTION BETWEEN SPIN AND STATISTICS}

There is a set of results in QFT usually referred to as the spin-statistics theorem by which the form of the commutation relation for the field (used in the formulation of the locality condition) is related to the type of field (spinor or tensor). \({ }^{1-3}\)

The main results in this respect are the theorem of Burgoyne, Lüders, and Zumino on one side and the theorem of Dell'Antonio on the other side. The proof of the result mentioned first relies on properties of the Lorentz group and its representations and on analyticity properties of the Wightman functions [analyticity and \(L^{+}(\mathbb{C})\) covariance in the extended tubes, existence of Jost points, and the fact that \(\left.-\mathbf{1}_{4} \in L^{+}(\mathbb{C})\right]\). Since these properties are also available in HFQFT (see Sec. III) the theorem of Burgoyne, Lüders, and Zumino still holds in HFQFT. Dell'Antonio's theorem reads in its HFQFT version as follows:

Theroem 5.1: If a relativistic quantum field \(A=\left(A_{1}, \ldots, A_{M}\right)\) over \(E=\mathscr{O}\left(\mathbb{D}^{4}, V\right), \operatorname{dim} V=M\), satisfies
\[
\begin{equation*}
\operatorname{supp}\left[A_{k}(x), A_{j}^{*}(y)\right]_{-} \subset \bar{K} \tag{5.1}
\end{equation*}
\]
and
\(\operatorname{supp}\left[A_{k}(x), A_{j}(y)\right]_{+} \subset \bar{K}\),
then either \(A_{j}=0\) or \(A_{k}=0\).
The same conclusion holds if in (5.1) and (5.2) the signs + and - are exchanged.

Compared to the situation in "standard" QFT this result is considerably harder to prove in HFQFT.

The starting point for a proof is the following elemen-
tary identity which holds for all test functions \(f, g \in \mathscr{O}\left(\mathbb{D}^{4}\right)\) and all \(\lambda \geqslant 0\) :
\[
\begin{align*}
\| A_{j}(f) & A_{k}\left(g_{\lambda}\right) \Phi_{0} \|^{2} \\
& +\left(A_{k}(g)^{*} A_{k}(g) \Phi_{0}, U(\lambda a) A_{j}(f)^{*} A_{j}(f) \Phi_{0}\right) \\
= & \left(A_{k}\left(g_{\lambda}\right) \Phi_{0}, A_{j}(f)^{*}\left[A_{j}(f), A_{k}\left(g_{\lambda}\right)\right]_{+} \Phi_{0}\right) \\
& +\left(A_{k}\left(g_{\lambda}\right) \Phi_{0},\left[A_{k}\left(g_{\lambda}\right), A_{j}(f)^{*}\right]-A_{j}(f) \Phi_{0}\right) \\
\equiv & \mathrm{I}_{\lambda}+\mathrm{II}_{\lambda} \tag{5.3}
\end{align*}
\]
where
\[
U(\lambda a) A_{j}(g) U(\lambda a)^{-1}=A_{j}\left(g_{\lambda}\right), \quad g_{\lambda}=g_{\lambda a}
\]
with some spacelike vector \(a=(0, a), a^{2}=1\).
If test functions \(f\) and \(g\) of compact support were available one could choose \(\lambda\) sufficiently large so that the functions \(f\) and \(g_{\lambda}\) would have spacelike separated supports. Then the assumptions (5.1) and (5.2) would easily imply that the right-hand side of Eq. (5.3) vanishes, and by the cluster property one would easily conclude the proof. In our case of HFQFT the control over the rhs of Eq. (5.3) needs considerably more preparation relating geometrical facts about a product of Minkowski spaces with the topology of the underlying test-function space \(\mathcal{O}\left(\mathbb{D}^{4}\right)\) as well as the precise formulation of the "locality conditions" (5.1) and (5.2).

Denote by \(\bar{V}_{+}\)the closed forward light cone \(\left\{\xi^{3}, \xi\right) \in \mathbb{R}^{4}\left|\xi^{0} \geqslant|\xi|\right\}\) and by \(V=\bar{V}_{+} \cup \bar{V}_{-}, \bar{V}_{-}=-\bar{V}_{+}\)the closed light cone.

The set \(K\) of (5.1) and (5.2) decomposes into \(\bar{K}=\bar{K}^{4} \cup \bar{K}^{-}\), where
\(K^{ \pm}=\left\{z=(x, y) \in \mathbb{R}^{4} \times \mathbb{R}^{4} \mid x-y \in \bar{V}_{ \pm}\right\}\).
The following lemma establishes some facts about the separation of the set \(K\) from "spacelike" points. It is proved in the Appendix.

Lemma 5.2: For \(a=(0, \mathbf{a}) \in \mathbb{R}^{4}, \quad \mathbf{a}^{2}=1\), denote \(\hat{a}=(0, a) \in \mathbb{R}^{4} \times \mathbb{R}^{4}-K\). Then the following hold.
(a) The \(\operatorname{dist}(K, \lambda \hat{a})=\lambda / 2, \lambda \geqslant 0\), is attained at
\(\lambda a^{ \pm}=\lambda((\mp 1, a),( \pm 1,3 \mathrm{a})) \in K\).
(b) Denote by \(e^{ \pm}=a^{ \pm}-\hat{a}\); then \(z \cdot e^{+} \geqslant 0\), for all \(z \in K^{+}\), and \(z \cdot e^{--} \geqslant 0\), for all \(z \in K^{-}\). Hence, for all \(z \in K^{ \pm}\),
\[
|z-\lambda \hat{a}| \geqslant\left|z-\lambda a^{ \pm}\right|
\]
(c) Given \(\delta_{0}>0\), define \(\lambda_{0}=\lambda_{0}\left(\delta_{0}\right)\) by
\[
\lambda_{0}=\left[16\left|a^{ \pm}\right| /\left(2\left|a^{ \pm}\right|-1\right)\right] \delta_{0}, \quad\left|a^{ \pm}\right|=\sqrt{3} / 2
\]
then, for all \(\lambda \geqslant \lambda_{0}\) and all \(z \in K\),
\[
|z-\lambda \hat{a}| \geqslant \epsilon_{0}|z|+\delta_{0}+\lambda / 4
\]
where \(\epsilon_{0}^{-1}=8\left|a^{ \pm}\right|=4 \sqrt{3}\).
Lemma 5.3: There exist a positive constant \(L_{0}\) and a symmetric neighborhood \(U=-U\) of \(\bar{K}\) ( the closure of \(K\) in \(\mathbb{D}^{8}\) ) in \(\mathbb{D}^{8}+i \mathbb{R}^{8}\) such that
\(\operatorname{dist}\left(U \cap \mathbb{C}^{8}, \lambda \hat{a}\right) \geqslant \lambda / 4, \quad\) for all \(\lambda \geqslant L_{0}\).
Proof: Let \(B(z, r)\) be the open ball of radius \(r\) and center \(z \in \mathbb{R}^{8}\). For \(0<\epsilon, 0<\delta\), introduce the real neighborhood
\[
K_{\epsilon, \delta}=\bigcup_{z \in K} B(z, \epsilon|z|+\delta)
\]
of \(K\) and then the complex neighborhood
\[
W_{\epsilon, \delta}=\left\{z \in \mathbf{C}^{8}\left|\operatorname{Re} z \in K_{\epsilon, \delta}, \quad\right| \operatorname{Im} z \mid<\delta\right\}
\]

If we choose now \(0<\epsilon \leqslant \epsilon_{0}\) and \(\delta_{0} \leqslant 2 \delta\) and apply part (c) of Lemma 5.2 we see easily that \(|z-\lambda \hat{a}| \geqslant \lambda / 4\) holds for all \(z \in W_{\epsilon, \delta}\) and all \(\lambda \geqslant \lambda_{0}\left(\delta_{0}\right)\).

By definition of \(\mathbb{D}^{8}\) there exists a neighborhood \(U\) of \(\bar{K}\) in \(\mathbb{D}^{8}+i \mathbb{R}^{8}\) such that \(U \cup \mathbb{C}^{8}=W_{\epsilon, \delta}\) holds.

Lemma 5.4: For any \(f \in \mathcal{O}\left(\mathbb{D}^{8}\right)\), define \(f_{\lambda}\) for \(\lambda \geqslant 0\) by
\[
f_{\lambda}(z)=f(z+\lambda \hat{a}), \quad z \in \mathbb{D}^{8}
\]
where \(\hat{a}\) is defined in Lemma 5.2. Then
\[
f_{\lambda} \rightarrow 0, \text { for } \lambda \rightarrow \infty \text { in } \mathscr{O}(\bar{K}) .
\]

Proof: The space \(\mathscr{O}(\bar{K})\) is defined to be the inductive limit of a sequence of Banach spaces \(\mathscr{O}_{c}^{m}\left(U_{m}\right), m \in \mathbb{N}\), where \(\left\{U_{m} \mid m \in \mathbb{N}\right\}\) is a fundamental system of neighborhoods of \(\bar{K}\) in \(\mathbb{Q}^{8}=\mathbb{D}^{8}+i \mathbb{R}^{8}\); hence we have to show that, for some \(m\),
\[
f_{\lambda} \rightarrow 0 \text { for } \lambda \rightarrow \infty \text { in } \mathscr{O}_{c}^{m}\left(U_{m}\right)
\]

Since \(f \in \mathscr{Q}\left(\mathbb{D}^{8}\right)\) there exist positive numbers \(\delta\) and \(C\) such that
\[
|f(z)| \leqslant C e^{-\delta|z|} \quad \text { in } \quad\{z||\operatorname{Im} z| \leqslant \delta\} .
\]

With this \(\delta>0\), do the construction of Lemma 5.3 to obtain a neighborhood \(U\) of \(\bar{K}\) in \(\mathbb{Q}^{8}\) such that
\[
U \cap \mathbb{C}^{8} \subset\{z| | \operatorname{Im} z \mid<\delta\}
\]
and, for sufficiently large \(\lambda\),
\[
\operatorname{dist}\left(U \cap \mathbb{C}^{8}, \lambda \hat{a}\right) \geqslant \lambda / 4
\]

Then there is \(M \in \mathbb{N}\) such that, for all \(m \geqslant M\),
\[
U_{m} \subset U \quad \text { and } \quad m \delta \geqslant 4
\]

\section*{Next observe that}
\[
z-\lambda \hat{a} \in U \cap \mathbb{C}^{8} \quad \text { implies } \quad|z| \geqslant \lambda / 4
\]
since then \(\zeta=\lambda \hat{a}-z \in U \cap \mathbb{C}^{8}\) and \(z=\lambda \hat{a}-\zeta\); thus, by Lemma 5.3,
\(|z| \geqslant \operatorname{dist}\left(U \cap \mathbb{C}^{8}, \lambda \hat{a}\right) \geqslant \lambda / 4\),
if \(\lambda \geqslant L_{0}\).
Now fix \(m \geqslant M\) and choose \(\lambda \geqslant L_{0}\). Then the following chain of inequalities holds:
\[
\begin{aligned}
\left\|f_{\lambda}\right\|_{m} & =\sup _{z \in U_{m} \cap \mathbb{C}^{\kappa}}\left|f_{\lambda}(z)\right| e^{|z| / m} \\
& \leqslant C \sup _{z-\lambda \hat{a} \in U_{m} \cap \mathbf{C}^{\kappa}} e^{-\delta|z|} e^{|z-\lambda \hat{a}| / m} \\
& \leqslant C \sup _{|z|>\lambda / 4} e^{-(\delta-1 / m)|z|+\lambda / m} \leqslant C e^{-\delta \lambda / 8}
\end{aligned}
\]

Thus we conclude the proof of Lemma 5.4.
Proof of Theorem 5.1: Since \(\left\|A_{k}\left(g_{\lambda}\right) \Phi_{0}\right\|=\left\|A_{k}(g) \Phi_{0}\right\|\) is known, the first term \(I_{\lambda}\) in Eq. (5.3) is dominated by
\[
\left|\mathbf{I}_{\lambda}\right| \leqslant\left\|A_{k}(g) \Phi_{0}\right\|\left\|A_{j}(f)^{*}\left[A_{j}(f), A_{k}\left(g_{\lambda}\right)\right]_{+} \Phi_{0}\right\| .
\]

Assumption (5.2) means that for any \(\Phi, \Psi \in \mathscr{D}\) the functional
\[
h_{1} \times h_{2} \rightarrow\left(A_{j}(f) \Phi,\left[A_{k}\left(h_{1}\right), A_{j}\left(h_{2}\right)\right]_{+} \Psi\right)
\]
belongs to \(\mathscr{O}(\bar{K})^{\prime}\). Since \(\mathscr{Q}(\bar{K})\) is barreled it follows that
\[
h_{1} \times h_{2} \rightarrow\left\|A_{j}(f)^{*}\left[A_{k}\left(h_{1}\right), A_{j}\left(h_{2}\right)\right]_{+} \Psi\right\|
\]
\[
=\sup _{\Phi \in \mathscr{D}, \| \Phi_{\|=1}}\left|\left(A_{j}(f) \Phi,\left[A_{k}\left(h_{1}\right), A_{j}\left(h_{2}\right)\right]+\Psi\right)\right|
\]
is a continuous seminorm on this space. By Lemma 5.4 we know \(f \times g_{\lambda} \rightarrow 0\) for \(\lambda \rightarrow \infty\) in \(\mathscr{Q}(\bar{K})\), for every \(f, g \in \mathscr{O}\left(\mathbb{D}^{4}\right)\). This implies \(I_{\lambda} \rightarrow 0\) for \(\lambda \rightarrow \infty\). Similarly assumption (5.1), barreledness of \(\mathscr{O}(\bar{K})\), and Lemma 5.4 are used to conclude \(\mathrm{II}_{\lambda} \rightarrow 0\) for \(\lambda \rightarrow \infty\).

Thus the right-hand side of Eq. (5.3) has a vanishing limit for \(\lambda \rightarrow \infty\). By the cluster property (Theorem 4.6) the second term on the left-hand side of Eq. (5.3) has the limit
\[
\left\|A_{k}(g) \Phi_{0}\right\|^{2}\left\|A_{j}(f) \Phi_{0}\right\|^{2}
\]
for \(\lambda \rightarrow \infty\). Hence \(\left\|A_{j}(f) A_{k}\left(g_{\lambda}\right) \Phi_{0}\right\|^{2}\) also has a limit for \(\lambda \rightarrow \infty\) and this limit is
\[
-\left\|A_{k}(g) \Phi_{0}\right\|^{2}\left\|A_{j}(f) \Phi_{0}\right\|^{2}
\]

We conclude \(\left\|A_{k}(g) \Phi_{0}\right\|^{2}\left\|A_{j}(f) \Phi_{0}\right\|^{2}=0\) and obtain either
\(A_{k}(g) \Phi_{0}=0\) or \(A_{j}(f) \Phi_{0}=0\), for all \(g, f \in \mathscr{O}\left(\mathbb{D}^{4}\right)\). If, for instance, \(A_{j}(\cdot) \Phi_{0}=0\), then, by Proposition 3.6, \(A_{j}=0\) follows.

\section*{VI. SOME CHARACTERIZATIONS OF TRIVIAL QUANTUM FIELDS}

\section*{A. Characterization of generalized free fields}

Our first result here assures us that the well known characterization of generalized free fields in terms of commutator properties for the field operators still holds in HFQFT.

Theorem 6.1: For a relativistic quantum field \(A\) over \(E=\mathscr{O}\left(\mathbb{D}^{4}\right)\) with cyclic vacuum vector \(\Phi_{0}\) the following conditions are equivalent:
\[
\begin{align*}
& {[A(f), A(g)] \subset \mathbb{W}_{2}(f \otimes g-g \otimes f) \mathbf{1}} \\
& \text { for all } f, g \in E  \tag{6.1}\\
& {[A(f), A(g)] \Phi_{0}=\mathbb{W}_{2}(f \otimes g-g \otimes f) \Phi_{0}} \\
& \text { for all } f, g \in E \tag{6.2}
\end{align*}
\]

Proof: (a) We only have to show that condition (6.2) implies (6.1). And by cyclicity of the vacuum state this follows from
\[
\begin{align*}
& \mathbb{W}_{n+m+2}\left(f_{1} \otimes \cdots \otimes f_{n} \otimes f \otimes g \otimes g_{1} \otimes \cdots \otimes g_{m}\right) \\
& \quad-\mathbb{W}_{n+m+2}\left(f_{1} \otimes \cdots \otimes f_{n} \otimes g \otimes f \otimes g_{1} \otimes \cdots \otimes g_{m}\right) \\
& \quad=\mathbb{W}_{2}([f, g]) \mathbb{W}_{n+m}\left(f_{1} \otimes \cdots \otimes f_{n} \otimes g_{1} \otimes \cdots \otimes g_{m}\right), \tag{6.3}
\end{align*}
\]
for all \(f, g_{j} f_{j}, g_{j} \in E\) and \(n, m=0,1,2, \ldots\), with \([f, g]=f \otimes g\) \(-g \otimes f\). By Theorem 3.4 the hyperfunctions \(\mathbb{W}_{N}\), \(N=2,3, \ldots\), are boundary values of analytic functions \(\widehat{W}_{N}\). So we study the analytic functions \(\widehat{\mathbb{W}} \pm\) on tubes \(T\left(\Gamma_{ \pm}\right)\). defined by
\[
\begin{align*}
& \mathbb{W}^{+}\left(z_{n}, z, w, \underline{w}_{m}\right)=\hat{\mathbb{W}}_{n+m+2}\left(\underline{z}_{n}, z, w, w_{m}\right) \\
&-\hat{\mathbb{W}}_{2}(z, w) \hat{\mathbb{W}}_{n+m}\left(\underline{z}_{n}, \underline{w}_{m}\right), \\
& \Gamma_{+}=\left\{\left(\xi_{n}, \xi, \eta, \eta_{m}\right) \mid \xi_{j+1}-\xi_{j} \in V_{+}, \quad j \leqslant n-1,\right. \\
& \xi-\xi_{n} \in V_{+}, \quad \eta-\xi \in V_{+}, \quad \eta_{1}-\eta \in V_{+}, \\
&\left.\eta_{j+1}-\eta_{j} \in V_{+}, \quad j \leqslant m-1\right\} \tag{6.4}
\end{align*}
\]
and
\[
\begin{align*}
& \hat{W}-\left(\underline{z}_{n}, z, w, \underline{w}_{m}\right)=\hat{W}_{n+m+2}\left(\underline{z}_{n}, w, z, \underline{w}_{m}\right) \\
& \\
& \quad \begin{aligned}
\Gamma_{-}= & \widehat{W}_{2}(w, z) \hat{W}_{n+m}\left(\underline{z}_{n}, \underline{w}_{m}\right), \\
& \left.-\xi, \eta, \eta_{m}\right) \mid \xi_{j+1}-\xi_{j} \in V_{+}, \quad j \leqslant n-1 \\
& -\eta+\xi \in V_{+}, \quad \eta-\xi_{n} \in V_{+}, \quad \eta_{1}-\xi \in V_{+}, \\
& \left.\eta_{j+1}-\eta_{j} \in V_{+}, \quad j \leqslant m-1\right\} .
\end{aligned}
\end{align*}
\]
(b) By Theorem 3.4 these analytic functions \(\widehat{\mathbb{W}} \pm\) have boundary values \({ }^{+}=\delta_{\Gamma_{+}} \widehat{W}^{+}\)(resp. W \({ }^{-}=\delta_{\Gamma_{-}} \widehat{W}^{-}\)) in the sense of hyperfunctions. By locality \(\left(\mathrm{H}_{4}\right)\) and our assumption (6.2) these boundary values agree on the open subset \(U\) of \(\mathbb{R}^{4(n+m+2)}\),
\[
\begin{aligned}
U= & \left\{\left(x_{n}, x, y, y_{m}\right) \mid\left(x-y_{j}\right)^{2}<0,\right. \\
& \left.\left(y-y_{j}\right)^{2}<0, \quad j=1, \ldots, m\right\}
\end{aligned}
\]

Hence by the edge of the wedge theorem for hyperfunctions (Proposition 2.10) there exist a complex neighborhood \(V\) of \(U\) and a function
\[
\widehat{W} \in \widetilde{\mathscr{O}}\left(V \cap T\left(\operatorname{ch}\left(\Gamma_{+} \cup \Gamma_{-}\right)\right)\right.
\]
such that
\[
\begin{equation*}
\hat{W}=\widehat{W} \pm \quad \text { on } \quad V \cap T\left(\Gamma_{ \pm}\right) \tag{6.6}
\end{equation*}
\]
(c) Observe now that the complex cone
\[
\begin{align*}
\Gamma_{0}= & \left\{\left(\xi_{n}, \xi, \eta, \eta_{m}\right) \mid \xi_{j+1}-\xi_{j} \in V_{+}, \quad j \leqslant n-1\right. \\
& \times \xi-\xi_{n} \in V_{+} \\
\eta= & \xi, \quad \eta_{1}-\eta \in V_{+}, \\
& \left.\times \eta_{j+1}-\eta_{j} \in V_{+}, \quad j \leqslant m-1\right\} \tag{6.7}
\end{align*}
\]
is contained in the convex hull \(\operatorname{ch}\left(\Gamma_{+} \cup \Gamma_{-}\right)\)of \(\Gamma_{+} \cup \Gamma_{-}\).
To prove this, suppose \(\left(\xi_{n}, \xi, \eta, \eta_{m}\right) \in \Gamma_{0}\) to be given. Then there are \(\zeta_{j} \in V_{+}\)such that \(\zeta_{1}+\zeta_{3}-\zeta_{2} \in V_{+}\),
\[
\xi-\xi_{n}=\zeta_{1}+\frac{1}{2} \zeta_{3} \quad \text { and } \quad \eta_{1}-\eta=\zeta_{2}+\frac{1}{2} \zeta_{3}
\]

Write \(\boldsymbol{\xi}_{n}=\left(\xi_{1}, \underline{\xi}_{n}^{\prime}\right)\) and define
\[
\begin{aligned}
\xi^{+} & =\left(\xi_{n}^{+}, \xi^{+}, \eta^{+}, \eta_{1}^{+}, \eta_{m}^{\prime+}\right) \\
& \equiv\left(\xi_{n}, \xi_{n}+\zeta_{1}, \zeta_{1}+\zeta_{3}+\xi_{n}, \zeta_{1}+\zeta_{2}+\zeta_{3}+\xi_{n}, \underline{\eta}_{m}^{\prime}\right)
\end{aligned}
\]
and
\[
\begin{aligned}
\xi^{-} & =\left(\xi_{n}^{-}, \xi^{-}, \eta^{-}, \eta_{1}^{-}, \eta_{m}^{\prime-}\right) \\
& \equiv\left(\xi_{n}, \xi+\frac{1}{2} \xi_{3}, \eta+\frac{1}{2} \xi_{3}-\xi_{2}, \eta_{1}, \eta_{m}^{\prime}\right)
\end{aligned}
\]

Then \(\xi^{ \pm} \in \Gamma_{ \pm}\)and
\(\left(\xi_{n}, \xi, \eta, \underline{\eta}_{m}\right)=\left(\xi^{+}+\xi^{-}\right) / 2 \in \operatorname{ch}\left(\Gamma_{+} \cup \Gamma_{-}\right)\).
(d) By (6.6) and (6.7) we conclude that \(\hat{W}^{+}\)and \(\hat{W}^{-}\) are analytically continued with respect to the variables ( \(z, w\) ) to \(\operatorname{Im}(z-w)=0\). Therefore \({ }^{ \pm}\left(\underline{x}_{n}, x, y, \underline{y}_{m}\right)\) can be considered to be hyperfunctions in the variables \(\underline{x}_{n}, \underline{y}_{m}\) with real analytic parameters \(x, y\). And these hyperfunctions are boundary values of functions \(\widehat{W}\left(x, y ; z_{n}, \underline{w}_{m}\right)\) analytic in the tube \(T(\Gamma)\),
\[
\begin{aligned}
\Gamma=\left\{\left(\xi_{n}, \eta_{m}\right) \mid \xi_{j+1}-\xi_{j} \in V_{+},\right. & j \leqslant n-1, \quad \xi_{n} \in V_{+}, \\
& \left.\eta_{1} \in V_{+}, \quad \eta_{j+1}-\eta_{j} \in V_{+}, \quad j \leqslant m-1\right\},
\end{aligned}
\]
hence
\(\widehat{W}\left(x, y, \underline{z}_{n}, \underline{w}_{m}\right)=\widehat{W}+\left(x, y ; \underline{z}_{n}, \underline{w}_{m}\right)-\widehat{W}-\left(x, y ; \underline{z}_{n}, \underline{w}_{m}\right)\)
is analytic in \(T(\Gamma)\).
(e) If \(U_{1}\) is some open bounded nonempty set in \(\mathbb{R}^{2 \cdot 4}\) there exists an open set \(U_{2}\) in \(\mathbf{R}^{4 m}\) such that all \(\left(x, y, \underline{y}_{m}\right) \in U_{1} \times U_{2}\) satisfy
\(\left(x-y_{j}\right)^{2}<0\) and \(\left(y-y_{j}\right)^{2}<0\), for \(j=1, \ldots, m\).
For all \((x, y) \in U_{1}\) consider the boundary values
\[
W\left(x, y ; x_{n}, y_{m}\right)=\delta_{\Gamma} \hat{W}\left(x, y ; z_{n}, \underline{w}_{m}\right)
\]
in \(\mathbb{R}^{4 n} \times U_{2}\) in the sense of hyperfunctions. As we have shown above in (b) all the boundary values vanish ( \(\mathbb{R}^{4 n} \times U_{1} \times U_{2} \subset U\) ). Hence by Corollary 2.11 all the analytic functions \(\widehat{W}(x, y ; \ldots)\) on \(T(\Gamma), x, y \in U_{1}\), vanish. Since \(\widehat{\mathscr{W}}(x, y ; \ldots)\) is real analytic in \(x, y\), this function vanishes identically.

By definitions (6.4) and (6.5) this proves Eq. (6.3) and thus we have the theorem.

A relativistic quantum field \(A\) over \(\mathscr{O}\left(\mathbb{D}^{4}\right)\) that satisfies condition (6.1) or (6.2) is called a generalized free field over \(\mathscr{O}\left(\mathbb{D}^{4}\right)\). Such fields have been studied in some detail by Roberts. \({ }^{31}\) Clearly as in the case of tempered fields relation (6.1) determines easily all \(n\)-point functions of the theory. The relevant formulas are given in the following corollary.

Corollary 6.2: If a relativistic quantum field \(A\) over \(E=\mathscr{O}\left(\mathbb{D}^{4}\right)\) has a vanishing one-point function \(\mathbb{W}_{1}\) and satisfies (6.1) or (6.2) its \(n\)-point functions are
\[
\begin{align*}
& \mathbb{W}_{2 n+1}=0, \quad \text { for } n=0,1,2, \ldots \\
& \mathbb{W}_{2 n}=\mathbb{W}_{2 n}^{0} \equiv\left(S^{n} \mathbb{W}_{2}, \quad \text { for } n=1,2, \ldots,\right. \tag{6.8}
\end{align*}
\]
where \(\mathbb{W}_{2 n}^{0}\) are recursively defined by
\[
\begin{align*}
& \mathbb{W}_{2(n+1)}^{0}\left(f_{1} \otimes \cdots \otimes f_{2 n+2}\right) \\
& \quad=\sum_{j=2}^{2 n+2} \mathbb{W}_{2}^{0}\left(f_{1} \otimes f_{j}\right) \mathbb{W}_{2 n}^{0}\left(f_{1} \otimes \cdots \otimes \hat{f}_{j} \otimes \cdots \otimes f_{2 n+2}\right) \tag{6.9}
\end{align*}
\]

\section*{B. Jost-Schroer theorem}

According to Theorem 6.1 and Corollary 6.2 the fourpoint function can be used to decide whether a field over \(E=\mathcal{Q}\left(\mathbb{D}^{4}\right)\) is a generalized free field or not. In the case of tempered fields Jost and Schroer \({ }^{32}\) have observed that this result can be used to determine a scalar relativistic quantum field completely if its two-point function is known to have a special form (that of a free scalar field). For hyperfunction quantum fields this characterization continues to hold if we add a technical assumption on the support of the four-point function.

Theorem 6.3 (Jost-Schroer theorem for HFQFT): If the two-point function \(\mathbb{W}_{2}\) of a relativistic quantum field \(A\) over \(E=\mathscr{O}\left(\mathbb{D}^{4}\right)\) with cyclic vacuum \(\Phi_{0}\) equals that of a free field of mass \(m>0\) and if the four-point function has no "pathological support" (see Remark 6.1) in energy momentum space, then \(A\) is a free field of mass \(m\).

Remark 6.1: According to the results of Sec. III B,
\[
\begin{equation*}
\tilde{g} \rightarrow \widetilde{W}_{3}\left(\tilde{h} \otimes \tilde{f} \tilde{f}_{1} \otimes \tilde{g}\right) \tag{6.10}
\end{equation*}
\]
is a well defined Fourier hyperfunction with support in \(\bar{\Sigma}\) (the closure of \(\Sigma\) in \(\mathbb{D}^{4}\) ) for arbitrary \(\tilde{h} \in \mathbb{Q}\left(\mathbb{D}^{4}\right)\) and \(\tilde{f}, \tilde{f}_{1} \in \mathscr{D}\left(\mathbb{R}^{4}\right)\). Then we say that \(\widetilde{W}_{4}\) has no "pathological sup-
port" if the support of the Fourier hyperfunction (6.10) has no connected component contained in \(S_{\infty}^{3}\).

Remark 6.2: This technical assumption is actually known to be satisfied in some cases. If the theory is formulated over a certain slightly bigger test-function space \(E_{1} \supset E\) or if the four-point function has a continuous extension to this space then this support property can be shown to hold. A concrete example of such a space \(E_{1}\) is described in Ref. 7.

Proof of Theorem 6.3: (a) By assumption we have, for all \(f \in E\),
\[
\begin{aligned}
& \left\|A\left(\left(\square+m^{2}\right) f\right) \Phi_{0}\right\|^{2} \\
& \left.\quad=\left.c\left\langle\delta_{m}^{+}(p),\left(-p^{2}+m^{2}\right)^{2}\right| \tilde{f}(p)\right|^{2}\right\rangle=0
\end{aligned}
\]

Hence the field \(B\) defined by \(B=\left(\square+m^{2}\right) A\) satisfies \(B(f) \Phi_{0}\), for all \(f \in E\). Since the local field \(B\) clearly is relatively local to the field \(A\) Proposition 3.6 implies \(B=0\), that is the field \(A\) solves the linear differential equation
\[
\left(\square+m^{2}\right) A(x) \Phi=0, \quad \text { for } \quad \Phi \in \mathscr{D},
\]
and this implies, for the Fourier \(\operatorname{transform} \tilde{A} \Phi\) of \(A \Phi\),
\[
\begin{equation*}
\operatorname{supp} \widetilde{A} \Phi \subset \bar{H}_{m} \tag{6.11}
\end{equation*}
\]
where \(H_{m}\) is the mass hyperboloid
\(H_{m}=H_{m}^{+} \cup H_{m}^{-}, \quad H_{m}^{ \pm}=\left\{\left(p_{0}, \mathbf{p}\right) \mid p_{0}= \pm \sqrt{\mathbf{p}^{2}+m^{2}}\right\}\), and \(\bar{H}_{m}\) denotes its closure in \(\mathbb{D}^{4}\).

For such a field one obtains more refined support properties for the Fourier hyperfunction \(\widetilde{Z}_{2}\) introduced by Eqs. (3.13) and (3.15):
\[
\begin{aligned}
\operatorname{supp} \widetilde{Z}_{2} & \subset\left(\cup \underset{p \in \Sigma}{ }\{p\} \times T^{+}(p)\right) \\
T^{+}(p) & =\overline{H_{m}^{+}} \cap \overline{\left(p-H_{m}\right)} \\
& =\left[H_{m}^{+} \cap\left(p-H_{m}\right)\right] \cup \overline{H_{m}^{+}} \cap S_{\infty}^{3}
\end{aligned}
\]
by Proposition 3.2 and Corollary 3.3.
(b) In order to complete the proof it suffices, according to (6.11) and Theorem 6.1, to show Eq. (6.2). To this end we study the Fourier hyperfunction \(\left[A\left(x_{1}\right), A\left(x_{2}\right)\right] \Phi_{0}\) in the coordinates
\[
\begin{align*}
& x=\left(x_{1}+x_{2}\right) / 2, \quad \xi=x_{2}-x_{1}, \quad \Psi^{+}(x, \xi) \\
&=A\left(x_{1}\right) A\left(x_{2}\right) \Phi_{0}  \tag{6.12}\\
& \Psi^{-}(x, \xi)=A\left(x_{2}\right) A\left(x_{1}\right) \Phi_{0}=\Psi^{+}(x,-\xi)
\end{align*}
\]

The Fourier transform of \(\Psi^{+}\)satisfies
\[
\begin{align*}
& \tilde{\Psi}^{+}(p, q)=\widetilde{Z}_{2}(p,(q+p) / 2) \\
& \tilde{\Psi}^{+}(p,(q-p) / 2)=\widetilde{Z}_{2}(p, q) \tag{6.13}
\end{align*}
\]
and it follows, for \(\tilde{\Psi}=\tilde{\Psi}^{+}-\tilde{\Psi}^{-}\),
\[
\begin{align*}
& \sup \tilde{\Psi} \subset\left(\cup_{p \in \Sigma}\{p\} \times S^{+}(p)\right) \\
& \begin{aligned}
S(p)= & S^{+}(p) \cup S^{-}(p), \quad S^{-}(p)=-S^{+}(p) \\
S^{+}(p)= & \overline{\left(-p / 2+H_{m}^{+}\right) \cap \overline{\left(p / 2-H_{m}\right)}} \\
= & {\left[\left(-p / 2+H_{m}^{+}\right) \cap\left(p / 2-H_{m}\right)\right] } \\
& \times \cup \overline{H_{m}^{+} \cap S_{\infty}^{3}}
\end{aligned}
\end{align*}
\]

Elementary geometry shows
(i) \(S^{+}(0)=\bar{H}_{m}^{+}\),
(ii) if \(B \subset \Sigma\) is compact in \(\mathbb{R}^{4}\) and \(0 \ddagger B\), then \(\left(\cup_{p \in B}\{p\} \times S(p)\right) \subset B \times\left(\hat{B} \cup \bar{H}_{m} \cap S_{\infty}^{3}\right)\) with some compact set \(\widehat{B} \subset \mathbb{R}^{4}\).
(c) In the same way as in Proposition 3.1 we can show that \(\tilde{\Psi}(p, q)\) is a Radon measure in \(p\) and a Fourier hyperfunction in \(q\). Thus we may choose \(\tilde{f} \in \mathscr{D}\left(\mathbb{R}^{4}\right), \operatorname{supp} \tilde{f}=B\) with \(0 \notin B \subset \Sigma\) and know by Proposition 3.1 that \(\tilde{g} \rightarrow \tilde{\Psi}(\tilde{f} \otimes \tilde{g})\) is a well defined Fourier hyperfunction, \(\tilde{g} \in \mathcal{O}\left(\mathbb{D}^{4}\right)\). Relations (6.12) show
\[
\begin{align*}
\tilde{\Psi}(\tilde{f} \otimes \tilde{g})= & \left\langle\left[A\left(x_{1}\right), A\left(x_{2}\right)\right] \Phi_{0}\right. \\
& \left.f\left(\left(x_{1}+x_{2}\right) / 2\right) g\left(x_{2}-x_{1}\right)\right\rangle \tag{6.16}
\end{align*}
\]
therefore by locality the Fourier transform of \(\widetilde{\Psi}(\tilde{f}, q)\) vanishes for \(\xi^{2}<0\). According to statement (6.15) the support of the Fourier hyperfunction \(\widetilde{\Psi}(\tilde{f}, q)\) is contained in \(\widehat{B} \cup \bar{H}_{m} \cap S_{\infty}^{3}\). Now apply Eq. (3.26) for \(\widetilde{f} \in \mathscr{D}\left(\mathbb{R}^{4}\right)\) and \(\tilde{f}_{1}, \tilde{g}, \tilde{g}_{1} \in \mathscr{O}\left(\mathbb{D}^{4}\right)\) to get
\[
\left(\widetilde{Z}_{2}\left(\tilde{f}_{1} \otimes \tilde{g}_{1}\right), \quad \widetilde{\Psi}(\tilde{f} \otimes \tilde{g})\right)=\tilde{W}_{3}\left(\tilde{\tilde{g}}_{1} \otimes \tilde{\tilde{f}}_{1} \tilde{f} \otimes(\tilde{g}-\hat{\tilde{g}})\right)
\]
where \(\hat{\tilde{g}}(q)=\tilde{g}(-q)\). This is a Fourier hyperfunction with respect to \(\tilde{g}\) with support in \(\widehat{B} \cup \bar{H}_{m} \cap S_{\infty}^{3}\) and its support is contained in \(\widehat{B}\) by Remark 6.1. Since \(\tilde{f}_{1}, \tilde{g}_{1} \in \mathcal{O}\left(\mathbb{D}^{4}\right)\) are arbitrary, the support of \(\widetilde{\Psi}(\tilde{f}, q)\) is contained in \(\widehat{B}\). Hence its Fourier Laplace transform with respect to \(q\) is an entire analytic function of \(\zeta\) that vanishes on the open subset \(\xi^{2}<0\). Thus \(\widetilde{\Psi}(\tilde{f}, q)\) vanishes and we deduce by choice of \(\tilde{f}\)
\[
\begin{equation*}
\operatorname{supp} \Psi \subset\{0\} \times S(0)=\{0\} \times \bar{H}_{m} \tag{6.17}
\end{equation*}
\]
(d) Denote by \(\chi_{\epsilon}\) the characteristic function of a ball of radius \(\epsilon>0\) and center \(p=0\). Proposition 3.1 and relation (6.17) imply that \(\chi_{\epsilon} \widetilde{\Psi}(p, q)\) is well defined and that, for all \(\epsilon>0\),
\[
\chi_{\epsilon} \widetilde{\Psi}=\widetilde{\Psi}
\]
holds. Thus we get for
\(\chi_{\epsilon}(P)[A(f), A(g)] \Phi_{0}=[A(f), A(g)] \Phi_{0}\),
\([A(f), A(g)] \Phi_{0}=\langle\widetilde{\Psi}(p, q), \tilde{f}(p / 2-q) \tilde{g}(p / 2+q)\rangle\).
But by uniqueness of the vacuum state \(\left(\mathrm{H}_{5}\right)\) we know that
\[
\chi_{\epsilon}(P)=\int \chi_{\epsilon}(p) d E(p)
\]
converges strongly for \(\epsilon \rightarrow 0\) to the projection operator \(\left|\Phi_{0}\right\rangle\left\langle\Phi_{0}\right|\). This then proves Eq. (6.2).

\section*{C. Borchers classes}

As with the result about the existence of a PCT operator for a QFT in terms of Fourier hyperfunctions we only indicate in this subsection that also for quantum fields over \(E=\mathscr{O}\left(\mathbb{D}^{4}, V\right)\) the concept of the "Borchers class" of some field is available since the possibility for this concept relies exclusively on analyticity properties of the \(n\)-point functions and the existence of a PCT operator. These analyticity properties are provided by Theorem 3.4, and the techniques of the proof are very similar to those explained in detail in Secs. III C and VI A.

However, as expected, compared to the case of tempered fields the Borchers class of a field in HFQFT is considerably bigger. In order to see this recall that for tempered
fields the Borchers class of a free massive field consists of all Wick polynomials including derivatives of that field. \({ }^{33}\)

In Ref. 34 it has been shown that all power series
\[
\begin{equation*}
B(x)=\sum_{n=0}^{\infty} c_{n}: A^{n}: \frac{(x)}{n!}, \quad \lim _{n \rightarrow \infty}\left[\left|c_{n}\right|^{2} / n!\right]^{1 / n}=0 \tag{6.18}
\end{equation*}
\]
define a relativistic quantum field over \(E=\mathscr{\sim}\left(\mathbb{D}^{4}\right)\) and that the associated sequence of Wick polynomials
\[
\begin{equation*}
B_{N}(x)=\sum_{n=0}^{N} c_{n}: A^{n}: \frac{(x)}{n!}, \quad N=1,2, \ldots \tag{6.19}
\end{equation*}
\]
converges in the relevant topology to \(B(x)\). Since all the \(B_{N}(x)\) are known to be relatively local with respect to \(A\) it follows that \(B\), too, is relatively local with respect to \(A\).

Hence all entire function of \(A\) as described in (6.18) belong to the Borchers class of \(A\).

\section*{VII. CONCLUSIONS}

In order to give a comprehensive picture about QFT in terms of Fourier hyperfunctions we discuss here the status of the remaining points of the basic structural results of QFT mentioned in Sec. I. The existence of a scattering operator [point (3)] in HFQFT has been proved in Ref. 7; however, it has been proved only for a special class of Fourier hyperfunctions, that is, for a somewhat larger test-function space than \(\mathcal{O}\left(\mathbb{D}^{4}\right)\). Though this is already quite a satisfactory result it would be preferable to have a scattering operator also for fields over \(\mathscr{O}\left(\mathbb{D}^{4}\right)\). This point is under consideration.

In general form of the two-point function [point (7)] can also be determined in HFQFT. The result is the obvious generalization of the form given by Källen and Lehmann. If we combine the information provided by Propositions 3.1 and 3.2 with Eq. (3.26) for \(n=2\) we get immediately that the two-point function of a scalar field over \(\mathscr{O}\left(\mathbb{D}^{4}\right)\) has the following general form:
\[
\mathbb{W}_{2}(f \otimes g)=\int \tilde{t}(d p) \tilde{f}(-p) \tilde{g}(p)
\]
with some \(L_{+}^{\dagger}\)-invariant positive Radon measure \(t\) with support \(\Sigma\), which is slowly increasing in the sense of Proposition 3.1 (b). The structures of such measures are known \({ }^{35}\) :
\[
t(d p)=c \delta(p) d^{4} p+\int_{0}^{\infty} \rho(d \kappa) \delta_{\kappa}^{+}(p) d^{4} p, \quad c \geqslant 0
\]
with some positive slowly increasing measure \(\rho\) on ( \(0, \infty\) ) that is not necessarily polynomially bounded as for tempered fields.

The possibility of a Euclidean reformulation [point (10)] of relativistic QFT in terms of Fourier hyperfunctions has been indicated to exist by Nagamachi and Mugibayashi in Ref. 5 shortly after Osterwalder and Schrader's solution of this problem in terms of distribution. At the price of introducing an even smaller test-function space \(\mathscr{O}\left(\mathbb{D}^{4}\right) \subset \mathscr{Q}\left(\mathbb{D}^{4}\right)\), Nagamachi and Mugibayashi \({ }^{6}\) could actually prove a complete symmetry between the Euclidean and relativistic formulation of "HFQFT" without any additional growth restrictions as in the distributional setting.

However, the space \(\mathscr{O}\left(D^{4}\right)\) has some disadvantages as a space of test functions for \({ }^{*}\) QFT. So one might reconsider this
problem for the test-function space \(\mathscr{\sim}\left(\mathbb{D}^{4}\right)\). Admitting eventually similar additional growth restrictions as in the distributional setting the proof of equivalence between the Euclidean and relativistic formulation of HFQFT seems to be possible.

We have not tried to prove dispersion relations, which is quite an involved matter. However, we expect that it is possible to prove the necessary analyticity properties for the 2-2particle scattering amplitude but not the necessary growth restrictions in order to be able to write a dispersion relation with a finite number of subtractions.

Finally we sum up the main points of this paper and give an outlook for further applications of HFQFT.

Since there is no a priori choice for the test-function space in relativistic quantum field theory we have isolated conditions on a space \(E\) of functions on space-time in order that \(E\) be "admissible" as the test-function space of a relativistic QFT [condition ( \(\mathrm{H}_{0}\) ) in Sec. I]. As our short review shows it has been known since the early days of general QFT and has emerged more clearly later by considering model constructions that the traditional choice \(E=\mathscr{S}\left(\mathbb{R}^{4}, V\right)\) has to be modified for various important reasons. And accordingly several attempts have been made in the past to generalize the notion of a "tempered relativistic quantum field." Most of these suggestions have considerable difficulties with an appropriate notion of localization in coordinate and/or momentum space. Though it might not have been so clear from the beginning, the only suggestion that has a precise notion of localization in both spaces has been that of Nagamachi and Mugibayashi. \({ }^{4}\)

In this paper we have stressed the point of view that a sensible generalization of the notion of a tempered quantum field should not only have these localization properties but should also allow us to derive (hopefully) all the basic structural results of QFT known for tempered fields.

And accordingly in this paper we have presented a short introduction to QFT in terms of Fourier hyperfunctions and have shown that indeed most of the structural results of QFT continue to hold in this more general approach. We mention some further results of HFQFT that we think to be important for future applications.

The existence of entire functions of a free massive field \(A\), for instance,
\[
: e^{i g A(x)}:, \quad g \in \mathbb{R},
\]
can be used in the construction of concrete models.
For instance, the transformation
\[
A(x) \rightarrow: e^{i g A(x)}:
\]
can be used for an easy "decoupling" of the interaction of the "derivative coupling model" and thus to obtain a solution of this model. \({ }^{34}\) We expect that a renormalization theory based on Fourier hyperfunctions would admit a clearer and more powerful notion of "renormalizable interactions" than in the traditional approach based on (tempered) distributions. An example has been treated in Ref. 34.

One important reason for the great success of Euclidean methods in the construction of models in lower-dimensional space-time clearly is the fact that these methods allow us to take into account in a natural and powerful way the relevant
positivity condition. Since the test-function space \(E=\mathscr{Q}\left(\mathbb{D}^{n}, V\right)\) of HFQFT is a nuclear DFS space its topological dual \(E^{\prime}\) has a well developed theory of Radon probability measures on it as for the standard case \(\mathscr{S}^{\prime}\) or \(\mathscr{D}^{\prime}\). This might turn out to be important for the construction of HFQFT models with nontrivial interactions according to the "functional integral point of view."

Thus we think that our paper clearly shows that the testfunction space (1.2) of Fourier hyperfunctions provides quite a comprehensive realization of the requirements (A)(C) of the Introduction. In any case this approach is much more natural with respect to the realization of the localization problems [requirement (B)] and is considerably more powerful in the realization of the structural results of QFT [requirement (C)] than any other approach. Furthermore as indicated above there are convincing prospects of further successful applications in model constructions.
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\section*{APPENDIX: PROOF OF LEMMA 5.2}
(a) For \(y \in V^{c}=\mathbb{R}^{4}-V\) the distance to the light cone \(V\) is easily calculated to be
\[
\begin{equation*}
\operatorname{dist}(V, y)=\left(|\mathbf{y}|-\left|y_{0}\right|\right) / \sqrt{2} \tag{A1}
\end{equation*}
\]
and it is attained at a point \(e(y)\) of the boundary \(\partial V\)
\[
\begin{equation*}
e(y)=\left(\left|y_{0}\right|+|\mathbf{y}|\right)\left(\operatorname{sgn} y_{0}, \hat{\mathbf{y}}\right) / 2, \quad \hat{\mathbf{y}}=\mathbf{y} /|\mathbf{y}| \tag{A2}
\end{equation*}
\]

The points of \(K\) are parametrized by
\[
K=\left\{z=(y-\xi, y) \mid y \in \mathbb{R}^{4}, \quad \xi \in V\right\}
\]

We calculate
\[
\operatorname{dist}(K, \lambda \hat{a})=\inf _{z \in K}|z-\lambda \hat{a}|
\]
in two steps using (A1): The first step is simply
\[
\begin{equation*}
\inf _{\xi \in V, x \in V^{c}}|(y-\xi, y)-\lambda \hat{a}|=\inf _{y \in V}|y-\lambda a|=\lambda / 2 \tag{A3}
\end{equation*}
\]
and for the second we note
\[
\begin{aligned}
& \inf _{\xi \in V, y \in V^{c}}|(y-\xi, y)-\lambda \hat{a}|^{2} \\
& \quad=\inf _{y \in V^{c}}\left\{\inf _{\xi \in V}\left[|y-\xi|^{2}+|y-\lambda a|^{2}\right]\right\}
\end{aligned}
\]

For \(\xi=e(y)\) this equals, according to (A1) and (A2),
\[
\begin{aligned}
\inf _{y \in V^{c}} & \left\{\left(|y|-\left|y_{0}\right|\right)^{2} / 2+|y-\lambda a|^{2}\right\} \\
& =\inf _{|y|>\left|y_{0}\right|}\left\{\left(|\mathbf{y}|-\left|y_{0}\right|\right)^{2} / 2+y_{0}^{2}+(|\mathbf{y}|-\lambda)^{2}\right\} .
\end{aligned}
\]

The last infimum is attained at
\[
\left|y_{0}\right|=\lambda / 4 \quad \text { and } \quad|\mathbf{y}|=3 \lambda / 4
\]
and equals \(\lambda^{2} / 4\); hence
\[
\begin{equation*}
\inf _{\xi \in V} \inf _{y \in V^{c}}|(y-\xi, y)-\lambda \hat{a}|=\lambda / 2 \tag{A4}
\end{equation*}
\]
and this is attained at
\[
y_{\lambda}^{ \pm}=\lambda( \pm 1,3 \mathbf{a}) / 4, \quad \xi=e\left(y_{\lambda}^{ \pm}\right)
\]
or at \(\lambda a^{ \pm}=\left(y_{\lambda}^{ \pm}-e\left(y_{\lambda}^{ \pm}\right), y_{\lambda}^{ \pm} \mid\right.\), i.e.,
\[
\begin{equation*}
\left.\lambda a^{ \pm}=\lambda(\mp 1,3 \mathbf{a}),( \pm 1,3 \mathbf{a})\right) \tag{A5}
\end{equation*}
\]
and we conclude
\[
\operatorname{dist}(K, \lambda \hat{a})=\left|\lambda a^{ \pm}-\lambda \hat{a}\right|=\lambda\left|e^{ \pm}\right|=\lambda / 2,
\]
where
\[
\begin{equation*}
e^{ \pm}=a^{ \pm}-\hat{a}=\left(-\alpha^{ \pm}, \alpha^{ \pm}\right), \quad \alpha^{ \pm}=( \pm 1,-\mathbf{a}) / 4 \tag{A6}
\end{equation*}
\]

This proves part (a).
(b) For \(z \in K^{ \pm}\), that is, \(\xi=y-x \in V^{ \pm}\), we get
\[
z \cdot e^{ \pm}=\xi \cdot \alpha^{ \pm}=\left( \pm \xi^{0}-\xi \cdot \mathbf{a}\right) / 4 \geqslant\left( \pm \xi^{0}-|\xi|\right) / 4
\]
hence
\[
\begin{array}{ll}
z \cdot e^{+} \geqslant 0, & \text { for } z \in K^{+} \\
z \cdot e^{-} \geqslant 0, & \text { for } z \in K^{-} \tag{A7}
\end{array}
\]

It follows that
\[
\begin{align*}
& |z-\lambda \hat{a}| \geqslant\left|z-\lambda a^{+}\right|, \quad \text { for } z \in K^{+}  \tag{A8}\\
& |z-\lambda \hat{a}| \geqslant\left|z-\lambda a^{-}\right|, \quad \text { for } z \in K^{-}
\end{align*}
\]

Thus (b) follows.
(c) In order to prove part (c) we distinguish two cases.

If \(|z|<(\lambda / 4-\delta) \epsilon_{0}^{-1}\), then, by part (a),
\[
\begin{aligned}
\lambda / 4+\delta+\epsilon_{0}|z| & <\lambda / 4+\delta+\lambda / 4-\delta=\lambda / 2 \\
& =\operatorname{dist}(K, \lambda \hat{a}) \leqslant|z-\lambda \hat{a}|
\end{aligned}
\]
if \(z\) also belongs to \(K\).
If, however, \(|z| \leqslant(\lambda / 4-\delta) 8\left|a^{ \pm}\right|, z \in K\), we use (A8) to obtain
\[
\begin{aligned}
|z-\lambda \hat{a}| & \geqslant\left|z-\lambda a^{ \pm}\right| \geqslant||z|-\lambda| a^{ \pm}| | \geqslant|z|-\lambda\left|a^{\mp}\right| \\
& \geqslant \epsilon_{0}|z|+\delta+\lambda / 4+\lambda\left(2\left|a^{ \pm}\right|-1\right) / 2-8\left|a^{ \pm}\right| \delta \\
& \geqslant \epsilon_{0}|z|+\delta+\lambda / 4,
\end{aligned}
\]
since \(\lambda \geqslant \lambda_{0}(\delta)\) is equivalent to \(\lambda\left(2\left|a^{ \pm}\right|-1\right) / 2\) \(-8\left|a^{ \pm}\right| \delta \geqslant 0\).
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A complete analysis of the free-field massless spin-s equations ( \(s=0, \frac{1}{2}, 1\) ) in Kerr geometry is given. It is shown that in each case the separation constants occurring in the solutions obtained from a potential function can be characterized in an invariant way. This invariant characterization is given in terms of the Killing-Yano tensor admitted by Kerr geometry.

\section*{I. INTRODUCTION AND MATHEMATICAL PRELIMINARIES}

A complete understanding of the characterization of solutions of spin-s free-field equations in Kerr geometry has yet to be achieved. Interest in these equations originated with the investigations of Teukolsky, \({ }^{1}\) who showed that in the Newman-Penrose \({ }^{2}\) formalism separable solutions were possible for certain Maxwell and Weyl scalars in Kerr geometry. \({ }^{3}\) (Kerr geometry is the space-time geometry of the gravitational background due to a rotating black hole.)

Chandrasekhar \({ }^{4}\) has shown that these results can be extended to the Dirac equation. These results have been further extended \({ }^{5,6}\) and shown to hold for more general classes of space-time. In the original work of \(\mathrm{Carter}^{7}\) it was established that the Hamilton-Jacobi and Schrödinger equations admitted a solution for the Kerr geometry via standard separation of variables techniques. Because of this property, Kerr space-time admits a quadratic constant of the motion in addition to the already known two Killing vector fields. However, the key property at the heart of the solution of the equations for spin-s \(\left(0, \frac{1}{2}, 1\right)\) is the existence of a KillingYano tensor. \({ }^{8}\) The role played by such a tensor for the solutions of the Dirac equation has been explained in Refs. 9 and 10. In this paper we indicate how this characterization works for massless particles with spins \(0, \frac{1}{2}\), and 1 and massive particles with spins-0, \(\frac{1}{2}\). In so doing we clarify the role of the Killing-Yano tensor. The results for spin-1 are new and the treatment of spins-0, \(\frac{1}{2}\), while not new, is presented in a unified way.

Once this work is extended we expect to better understand the methods by which a theory of "variable separation" can be constructed for general spin-s equations. Earlier work by the authors, \({ }^{14}\) although not incorrect, did not succeed in giving an intrinsic characterization of the separation parameters appearing in the solution of Maxwell's equations. What was in fact achieved in Ref. 11 was a characterization of a particular choice of gauge. The contents of the present paper are arranged as follows. In Sec. I we outline the conventions and notations used, together with the relevant definitions and properties of Killing-Yano tensors. In

Secs. II and III we deal with the zero-mass equations of spin\(0, \frac{1}{2}\), and 1 , respectively.

In this paper we consistently use the spinor notation of Penrose and Rindler. \({ }^{12}\) In addition, we employ the null tetrad formalism as described by Chandrasekhar. \({ }^{4}\) Specifically, we restrict ourselves to the Kinnersley null tetrad of vectors with the components
\[
\begin{align*}
& l^{i}=(1 / \Delta)\left(r^{2}+a^{2}, \Delta, 0, a\right) \\
& n^{i}=\left(1 / 2 \rho^{2}\right)\left(r^{2}+a^{2},-\Delta, 0, a\right)  \tag{1.1}\\
& m^{i}=(1 / \sqrt{2} \bar{\rho})(i a \sin \theta, 0,1, i \csc \theta), \\
& \bar{m}^{i}=\left(1 / \sqrt{2} \bar{\rho}^{*}\right)(-i a \sin \theta, 0,1,-i \csc \theta),
\end{align*}
\]
where
\[
\begin{aligned}
& \Delta=r^{2}+a^{2}-2 M r, \rho^{2}=r^{2}+a^{2} \cos ^{2} \theta, \\
& \bar{\rho}=(r+i a \cos \theta)
\end{aligned}
\]

The Kerr solution of the Einstein equations has the line element
\[
\begin{align*}
d s^{2}= & \left(1-\frac{2 M r}{\rho^{2}}\right) d t^{2}-\frac{\rho^{2}}{\Delta} d r^{2}-\rho^{2} d \theta^{2} \\
& +\frac{4 a M r \sin ^{2} \theta}{\rho^{2}} d t d \phi \\
& -\left(\left(r^{2}+a^{2}\right)+\frac{2 a^{2} M r \sin ^{2} \theta}{\rho^{2}}\right) \sin ^{2} \theta d \phi^{2} \tag{1.2}
\end{align*}
\]

A Killing-Yano tensor \(K_{A A^{\prime} B B^{\prime}}\) is a (skew symmetric) tensor satisfying
\[
\begin{equation*}
\boldsymbol{\nabla}_{\left(C C^{\prime}\right.} K_{\left.A A^{\prime}\right) B B^{\prime}}=0, K_{A A^{\prime} B B^{\prime}}+K_{B B^{\prime} A A^{\prime}}=0 \tag{1.3}
\end{equation*}
\]

The Killing-Yano tensor can also be equivalently represented in terms of the pair of symmetric Killing spinors \(K_{A B^{\prime}}, \bar{K}_{A^{\prime} B^{\prime}}\) via
\[
\begin{equation*}
K_{A A^{\prime} B B^{\prime}}=\frac{1}{2}\left(\epsilon_{A^{\prime} B^{\prime}} K_{A B}+\epsilon_{A B^{\prime}} \bar{K}_{A^{\prime} B^{\prime}}\right) . \tag{1.4}
\end{equation*}
\]

Conditions (1.3) are then equivalent to
\[
\begin{align*}
& \nabla_{\left(A A^{\prime}\right.} K_{B C)}=0, \nabla_{A\left(A A^{\prime}\right.} \bar{K}_{\left.B^{\prime} C^{\prime}\right)}=0,  \tag{1.5}\\
& \nabla_{B A} \cdot K_{A}^{B}+\nabla_{A B^{\prime}} \cdot \bar{K}_{A} \cdot B^{\prime}=0 .
\end{align*}
\]

We have the following result: In Kerr space-time the equations for a Killing-Yano tensor have only one solution. The nonzero components of this tensor in the null tetrad formalism using the Kinnersley tetrad are
\[
\begin{equation*}
K_{00^{\prime} 11^{\prime}}=i a \cos \theta, K_{01^{\prime} 10^{\prime}}=r \tag{1.6}
\end{equation*}
\]

The Klein-Gordon equation for a spin-0 free-field is
\[
\begin{equation*}
\square \phi=\left(\nabla_{A A} \cdot \nabla^{A A^{\prime}}\right) \phi=m^{2} \phi . \tag{1.7}
\end{equation*}
\]

In Newman-Penrose notation (1.7) has the form
\[
\begin{align*}
\square \phi= & {\left[\left(D-\rho-\rho^{*}\right) \Delta+\left(\Delta-\gamma-\gamma^{*}+\mu+\mu^{*}\right) D\right.} \\
& -\left(\delta^{*}-\alpha+\beta^{*}-\tau^{*}+\pi\right) \delta \\
& \left.-\left(\delta+\beta-\alpha^{*}-\tau+\pi^{*}\right) \delta^{*}\right] \phi=m^{2} \phi . \tag{1.8}
\end{align*}
\]

In terms of the coordinates used to describe the line element (1.2) this equation reads
\[
\begin{align*}
\square \phi= & \left(-1 / 2 \rho^{2}\right)\left\{\Delta\left(\mathscr{D}_{1} \mathscr{D}_{0}^{+}+\mathscr{D}_{1}^{+} \mathscr{D}_{0}\right)\right. \\
& \left.+\left(\mathscr{L}_{1} \mathscr{L}_{0}^{+}+\mathscr{L}_{1}^{+} \mathscr{L}_{0}\right)\right\} \phi=m^{2} \phi . \tag{1.9}
\end{align*}
\]

Equation (1.9) admits a separable solution
\[
\begin{equation*}
\phi=R_{0}(r) S_{0}(\theta) e^{i m \phi+i \sigma t}, \tag{1.10}
\end{equation*}
\]
where the separation equations are
\[
\begin{align*}
& {\left[\Delta\left(\mathscr{D}_{1} \mathscr{D}_{0}^{+}+\mathscr{D}_{1}^{+} \mathscr{D}_{0}\right)+2 m^{2} r^{2}+\lambda\right] R_{0}=0}  \tag{1.11}\\
& {\left[\mathscr{L}_{1} \mathscr{L}_{0}^{+}+\mathscr{L}_{0}^{+} \mathscr{L}_{0}+2 m^{2} a^{2} \cos ^{2} \theta-\lambda\right] S_{0}=0 .}
\end{align*}
\]

The directional derivatives in expression (1.11) are defined by
\[
\begin{align*}
& \mathscr{D}_{n}=\partial_{r}+i K / \Delta+2 n(r-M) / \Delta \\
& \mathscr{D}_{n}^{+}=\partial_{r}-i K / \Delta+2 n(r-M) / \Delta  \tag{1.12}\\
& \mathscr{L}_{n}=\partial_{\theta}+Q+n \cot \theta \\
& \mathscr{L}_{n}^{+}=\partial_{\theta}-Q+n \cot \theta
\end{align*}
\]
where \(K=\left(r^{2}+a^{2}\right) \sigma+a m\) and \(Q=a \sigma \sin \theta+m \csc \theta\).
From the theory of separation of variables for the Klein-Gordon equation it follows that there exists a secondorder symmetry operator \(U\) such that
\[
\begin{equation*}
U \phi=\lambda \phi \tag{1.13}
\end{equation*}
\]
for a separable solution \(\phi\). (We say that \(U\) is a symmetry operator if it commutes with \(\square:[\square, U]=0\).)

In terms of the Killing-Yano tensor,
\[
\begin{align*}
U= & \left(K^{A A^{\prime} B B^{\prime}} \nabla_{B B^{\prime}}\right)\left(K_{A A^{\prime}}{ }^{C}{ }^{\prime} \nabla_{C C^{\prime}}\right)-K^{A A^{\prime} B B^{\prime}} M_{B B^{\prime}} \nabla_{A A^{\prime}} \\
= & \left(1 / 2 \rho^{2}\right)\left[a^{2} \cos ^{2} \theta\left[\Delta\left(\mathscr{D}_{1} \mathscr{D}_{0}^{+}+\mathscr{D}_{1}^{+} \mathscr{D}_{0}\right)\right]\right. \\
& \left.-r^{2}\left[\mathscr{L}_{1} \mathscr{L}_{0}^{+}+\mathscr{L}_{1}^{+} \mathscr{L}_{0}\right]\right], \tag{1.14}
\end{align*}
\]
where
\[
M_{A B^{\prime}}=\frac{1}{3} \nabla^{B A^{\prime}} K_{B B^{\prime} A A^{\prime}}
\]

We also note here that the symmetric tensor
\[
\begin{equation*}
\mathscr{K}^{\prime A A^{\prime} C C^{\prime}}=K_{B B^{\prime}}^{A A^{\prime}} K^{B B^{\prime} C C^{\prime}} \tag{1.15}
\end{equation*}
\]
is a second-order Killing tensor satisfying the Killing equation
\[
\begin{equation*}
\boldsymbol{\nabla}_{\left(A A^{\prime}\right.} \mathscr{K}_{\left.B B^{\prime} C C^{\prime}\right)}=0 \tag{1.16}
\end{equation*}
\]

This fact is crucial in the separability of the corresponding Hamilton-Jacobi and Schrödinger equations.

\section*{II. THE DIRAC EQUATION}

In spinor notation the Dirac equation has the form
\[
\begin{equation*}
\nabla_{A X^{\prime}} \chi^{X^{\prime}}=\left(i m_{e} \sqrt{2}\right) \phi_{A}, \nabla_{A X^{\prime}} \phi^{A}=-\left(i m_{e} / \sqrt{2}\right) \chi_{X^{\prime}} \tag{2.1}
\end{equation*}
\]

Equations (2.1), when written in Newman-Penrose notation, are
\(\left(D-\rho^{*}\right) \chi_{1^{\prime}}-\left(\delta+\pi^{*}-\alpha^{*}\right) \chi_{0^{\prime}}=\left(i m_{e} / \sqrt{2}\right) \phi_{0}\),
\(\left(\delta^{*}+\beta^{*}-\tau^{*}\right) \chi_{1^{\prime}}-\left(\mathbb{\Delta}+\mu^{*}-\gamma^{*}\right) \chi_{o^{\prime}}=\left(i m_{e} / \sqrt{2}\right) \phi_{1}\),
\((D-\rho) \phi_{1}-\left(\delta^{*}+\pi-\alpha\right) \phi_{0}=-\left(i m_{e} / \sqrt{2}\right) \chi_{0}{ }^{\prime}\),
\((\delta+\beta-\tau) \phi_{1}-(\mathbb{\Delta}+\mu-\gamma) \phi_{0}=-\left(i m_{e} / \sqrt{2}\right) \chi_{1^{\prime}}\).
Chandrasekhar \({ }^{4}\) found solutions of the form
\[
\begin{align*}
& \phi_{1}=\left(1 / \bar{\rho}^{*}\right) R_{-1 / 2} S_{-1 / 2} e^{i \sigma t+i m \phi} \\
& \phi_{0}=-R_{1 / 2} S_{1 / 2} e^{i \sigma t+i m \phi}  \tag{2.3}\\
& \chi_{1^{\prime}}=-(1 / \bar{\rho}) R_{-1 / 2} S_{1 / 2} e^{i \sigma t+i m \phi}, \\
& \chi_{0^{\prime}}=-R_{1 / 2} S_{-1 / 2} e^{i \sigma t+i m \phi}
\end{align*}
\]

The second-order separation equations are
\[
\begin{align*}
& \left\{\Delta \mathscr{D}_{1 / 2}^{+} \mathscr{D}_{0}-\left[i m_{e} /\left(\lambda+i m_{e} r\right)\right] \Delta \mathscr{D}_{0}\right. \\
& \left.\quad \quad-\left(\lambda^{2}+m_{e}^{2} r^{2}\right)\right\} R_{-1 / 2}=0, \\
& \left\{\Delta \mathscr{D}_{1 / 2} \mathscr{D}_{0}^{+}+\left[i m_{e} /\left(\lambda-i m_{e} r\right)\right] \Delta \mathscr{D}_{0}^{+}\right. \\
& \left.\quad-\left(\lambda^{2}+m_{e}^{2} r^{2}\right)\right\} \Delta^{1 / 2} R_{1 / 2}=0,  \tag{2.4}\\
& \left\{\mathscr{L}_{1 / 2} \mathscr{L}_{1 / 2}^{+}+\left[a m_{e} \sin \theta /\left(\lambda+a m_{e} \cos \theta\right)\right] \mathscr{L}_{1 / 2}^{+}\right. \\
& \left.\quad \quad+\left(\lambda^{2}-a^{2} m_{e}^{2} \cos ^{2} \theta\right)\right\} S_{-1 / 2}=0 \\
& \left\{\mathscr{L}_{1 / 2}^{+} \mathscr{L}_{1 / 2}-\left[a m_{e} \sin \theta /\left(\lambda-a m_{e} \cos \theta\right)\right] \mathscr{L}_{1 / 2}\right. \\
& \left.\quad+\left(\lambda^{2}-a^{2} m_{e}^{2} \cos ^{2} \theta\right)\right\} S_{1 / 2}=0 .
\end{align*}
\]

The separated solutions satisfy the eigenvalue equations
\(L_{A A^{\prime}} \chi^{A^{\prime}}=\left(K_{A A^{\prime}}{ }^{B B^{\prime}} \nabla_{B B^{\prime}}-M_{A A^{\prime}}\right) \chi^{A^{\prime}}=(\lambda / \sqrt{2}) \phi_{A}\),
\(N_{A A} \cdot \phi^{A}=\left(K_{A A^{\prime}} \cdot{ }^{B B^{\prime}} \nabla_{B B^{\prime}}+M_{A A} \cdot\right) \phi^{A}=(\lambda / \sqrt{2}) \chi_{A^{\prime}}\).
From Eqs. (2.5) follows the conditions
\[
\begin{align*}
& {\left[\nabla_{A A^{\prime}} L^{A X^{\prime}}+N_{A A^{\prime}} \cdot \nabla^{A X^{\prime}}\right] \chi_{X^{\prime}}=0,} \\
& {\left[\nabla^{C A^{\prime}} N_{A A^{\prime}}+L^{C A^{\prime}} \boldsymbol{\nabla}_{A A^{\prime}}\right] \phi^{A}=0} \tag{2.6}
\end{align*}
\]

From (2.5) we can construct the operator
\[
\Lambda=\left[\begin{array}{cc}
0 & L_{A}^{A^{\prime}}  \tag{2.7}\\
N_{A^{\prime}}^{A} & 0
\end{array}\right]
\]
acting on the Dirac spinors
\[
\left[\begin{array}{l}
\phi_{A} \\
\chi_{A^{\prime}}
\end{array}\right] .
\]

The operator (2.7) anticommutes with the Dirac Hamiltonian
\[
H=\left[\begin{array}{cc}
\left(i m_{e} / \sqrt{2}\right) \epsilon_{B}{ }^{A} & -\nabla_{B} A^{\prime}  \tag{2.8}\\
\nabla_{B^{\prime}} & -\left(i m_{e} / \sqrt{2}\right) \epsilon_{B^{\prime}},^{\prime}
\end{array}\right] .
\]

The proof of relations (2.6) is instructive; we now prove the first of these relations. Consider the operator
\[
\begin{equation*}
Q_{A^{\prime} C^{\prime}}=N_{A A^{\prime}} \cdot \nabla_{C^{\prime}}{ }^{\prime}-\nabla_{A}^{A} \cdot L_{A C^{\prime}} \tag{2.9}
\end{equation*}
\]
using
\[
\begin{align*}
& \nabla_{A A^{\prime}} \cdot K_{B C}=\epsilon_{A B} M_{C A^{\prime}}+\epsilon_{A C} M_{B A^{\prime}} \\
& \nabla_{A A^{\prime}} \cdot \bar{K}_{B^{\prime} C^{\prime}}=-\epsilon_{A^{\prime} B^{\prime}} M_{A C^{\prime}}-\epsilon_{A^{\prime} C^{\prime}} M_{A B^{\prime}} \tag{2.10}
\end{align*}
\]

We find that
\[
\begin{align*}
& Q_{A^{\prime} C^{\prime}}=\frac{1}{2}\left[K_{A}{ }^{B} \nabla_{B A} \cdot \nabla^{A}{ }_{C} \cdot+\bar{K}_{A}{ }^{B^{\prime}} \nabla_{A B} \cdot \nabla^{A} C^{\prime}\right. \\
& -K_{A}{ }^{B} \nabla^{A}{ }_{A}, \nabla_{B C}, \bar{K}_{C^{\prime}}{ }^{B} \boldsymbol{\nabla}^{A}{ }_{A}, \nabla_{A B} \\
& +\left(\epsilon_{A^{\prime} \cdot} \cdot M^{A B^{\prime}}+\epsilon_{A^{\prime}}{ }^{B^{\prime}} M^{A}{ }_{C}{ }^{\prime}\right) \nabla_{A B} \\
& \left.+3 M_{A}^{B} \cdot \nabla_{B C^{\prime}}\right] \\
& +M_{A A^{\prime}} \cdot \nabla_{C^{\prime}}^{A}+M_{A C^{\prime}} \nabla_{A}^{A}+\left(\nabla_{A^{\prime}} \cdot M_{A C^{\prime}}\right) . \tag{2.11}
\end{align*}
\]

Noting that
\[
\begin{equation*}
K_{A}{ }^{B} \nabla_{B A} \cdot \nabla^{A} C^{\prime}=K_{A}{ }^{B} \nabla_{A}^{A} \cdot \nabla_{B C^{\prime}} \tag{2.12}
\end{equation*}
\]
since \(K_{A B}\) is symmetric,
\[
\begin{align*}
& \bar{K}_{A} \cdot{ }^{B} \nabla_{A B}, \boldsymbol{\nabla}^{A}{ }_{C}{ }^{\prime}-\bar{K}_{C}{ }^{B}{ }^{B} \boldsymbol{\nabla}^{A}{ }_{A}, \nabla_{A B}, \\
& =\frac{1}{2} \bar{K}_{A^{\prime}}{ }^{B^{\prime}}\left(\nabla_{A B} \cdot \boldsymbol{\nabla}^{A} C^{\prime}+\nabla^{A} C^{\prime} \cdot \nabla_{A B^{\prime}}+\left[\nabla_{A B^{\prime}}, \boldsymbol{\nabla}^{A}{ }_{C}{ }^{\prime}\right]\right) \\
& -\frac{1}{2} \bar{K}_{C^{\prime}}{ }^{B^{\prime}}\left(\boldsymbol{\nabla}^{A}{ }_{A} \cdot \boldsymbol{\nabla}_{A B^{\prime}}+\boldsymbol{\nabla}_{A B^{\prime}} \cdot \boldsymbol{\nabla}^{A}{ }_{A}{ }^{\prime}+\left[\boldsymbol{\nabla}^{A}{ }_{A}, \boldsymbol{V}_{A B^{\prime}}\right]\right) \\
& =\frac{1}{2} \epsilon_{A} C^{\prime} \cdot \bar{K}_{D^{\prime}}{ }^{B^{\prime}}\left(\nabla_{A B^{\prime}}, \nabla^{A D^{\prime}}+\nabla^{A D^{\prime}} \nabla_{A B^{\prime}}\right) \\
& +\frac{1}{2} \bar{K}_{A}{ }^{B^{\prime}}\left[\nabla_{A B^{\prime}}, \nabla^{A} C^{\prime}\right]+\frac{1}{2} \bar{K}_{C^{\prime}}, B^{\prime}\left[\nabla_{A B^{\prime}}, \boldsymbol{\nabla}^{A}{ }_{A}{ }^{\prime}\right] \\
& =\frac{1}{2} \bar{K}_{A}{ }^{B^{\prime}}\left[\nabla_{A B^{\prime}}, \boldsymbol{\nabla}^{A}{ }_{C}{ }^{\prime}\right]+\frac{1}{2} \bar{K}_{C}{ }^{B^{\prime}}\left[\nabla_{A B^{\prime}}, \boldsymbol{\nabla}^{A}{ }_{A}{ }^{\prime}\right],  \tag{2.13}\\
& \epsilon_{A^{\prime} C^{\prime}} \cdot M^{A B^{\prime}} \nabla_{A B^{\prime}}=M^{A}{ }_{C} \cdot \nabla_{A A^{\prime}}-M^{A}{ }_{A} \cdot \nabla_{A C^{\prime}}, \tag{2.14}
\end{align*}
\]
we can write
\[
\begin{align*}
& Q_{A^{\prime} C^{\prime}}= \frac{1}{4} \\
& \bar{K}_{A}, B^{\prime}\left[\nabla_{A B^{\prime}}, \nabla^{A}{ }_{C}{ }^{\prime}\right]  \tag{2.15}\\
&+\frac{1}{4} \bar{K}_{C^{\prime}}{ }^{B^{\prime}}\left[\nabla_{A B^{\prime}}, \nabla^{A}{ }_{A}{ }^{\prime}\right]+\left(\nabla^{A}{ }_{A^{\prime}}, M_{A C^{\prime}}\right)
\end{align*}
\]

Now consider
\[
\begin{align*}
\boldsymbol{\nabla}_{A A^{\prime}} \cdot M_{B B^{\prime}}= & \frac{1}{3} \boldsymbol{\nabla}_{A A^{\prime}} \cdot \nabla_{C B^{\prime}} K^{C} \\
= & \frac{1}{3}\left(\nabla_{C B^{\prime}} \cdot \nabla_{A A^{\prime}}+\left[\nabla_{A A^{\prime}}, \nabla_{C B^{\prime}}\right]\right) K_{B}^{C} \\
= & \frac{1}{3}\left(\nabla_{A B^{\prime}} \cdot M_{B A^{\prime}}+\epsilon_{A B} \nabla_{C B^{\prime}} M_{A^{\prime}}^{C}\right. \\
& \left.+\epsilon_{A^{\prime} B^{\prime}}, \Psi_{A B C D} K^{C D}\right), \tag{2.16}
\end{align*}
\]
from which the following results can be obtained:
\(\nabla_{\left(A\left(A^{\prime}\right.\right.} \cdot M_{\left.B) B^{\prime}\right)}=0, \quad \nabla_{A A^{\prime}} \cdot M^{A A^{\prime}}=0\),
\(\nabla_{(A A} \cdot M_{B)} A^{\prime}=\frac{1}{2} \Psi_{A B C D} K^{C D}=W_{A B}\), defining \(W_{A B}\).
Note that we can also write \(\nabla_{A A} \cdot M_{B B}\), \(=-\frac{1}{3} \nabla_{A A^{\prime}}, \nabla_{B C} \cdot \bar{K}^{C^{\prime}}{ }_{B^{\prime}}\) and proceed in a similar manner as before to obtain the additional result
\[
\begin{align*}
\boldsymbol{\nabla}_{A\left(A^{\prime}\right.} \cdot M_{\left.B^{\prime}\right)}^{A} & =-\frac{1}{2} \bar{\Psi}_{A^{\prime} B^{\prime} C^{\prime} D^{\prime}} \bar{K}^{C^{\prime} D^{\prime}} \\
& =-\bar{W}_{A^{\prime} B^{\prime}}, \quad \text { defining } \bar{W}_{A^{\prime} B^{\prime}} \tag{2.18}
\end{align*}
\]

Now since (by reducing to symmetric spinors) we can write for any \(T_{A B A^{\prime} B^{\prime}}\),
\[
\begin{align*}
T_{A B A^{\prime} B^{\prime}}= & T_{(A B)\left(A^{\prime} B^{\prime}\right)}+\frac{1}{2} \epsilon_{A^{\prime} B^{\prime}} T_{(A B) K^{\prime}} K^{\prime} \\
& +\frac{1}{2} \epsilon_{A B} T_{K}{ }^{K}{ }_{\left(A^{\prime} B^{\prime}\right)}+\frac{1}{4} \epsilon_{A B} \epsilon_{A^{\prime} B^{\prime}} T_{K}{ }^{K}{ }_{K^{\prime}} K^{\prime} \tag{2.19}
\end{align*}
\]
it follows that
\[
\begin{equation*}
\nabla_{A A^{\prime}} \cdot M_{B B^{\prime}}=\frac{1}{2} \epsilon_{A^{\prime} B^{\prime}} \cdot W_{A B}-\frac{1}{2} \epsilon_{A B} \bar{W}_{A^{\prime} B^{\prime}} \tag{2.20}
\end{equation*}
\]

We also note in passing that \(\nabla_{A A}, M_{B B}\) is a skew-symmetric tensor, i. e., \(\boldsymbol{M}_{a}\) satisfies
\[
\begin{equation*}
\boldsymbol{\nabla}_{(b} \boldsymbol{M}_{a)}=0, \tag{2.21}
\end{equation*}
\]
i.e., \(M_{a}\) is a Killing vector.

Returning to the operator \(Q_{A^{\prime} C^{\prime}}\), we can now write
\[
\begin{align*}
Q_{A^{\prime} C^{\prime}}= & \overline{1}_{4} \bar{B}^{B^{\prime}}\left[\nabla_{A B^{\prime}}, \boldsymbol{\nabla}_{C^{\prime}}\right] \\
& +\frac{1}{4} \bar{K}_{C^{\prime}}^{B^{\prime}}\left[\nabla_{A B^{\prime}}, \boldsymbol{\nabla}_{A}^{A}\right]+\bar{W}_{A^{\prime} C^{\prime}} \tag{2.22}
\end{align*}
\]
from which its action on a spinor \(\phi^{C^{\prime}}\) is as follows:
\[
\begin{align*}
Q_{A^{\prime} C^{\prime}} \phi^{C^{\prime}}= & \frac{1}{4} \bar{K}_{A}{ }^{B^{\prime}} \epsilon_{A} A^{A} \bar{\Psi}_{B^{\prime} C^{\prime}}{ }^{C^{\prime}}{ }_{M^{\prime} \phi^{M^{\prime}}} \\
& +\frac{1}{4} \bar{K}_{C^{\prime}}{ }^{B^{\prime} \epsilon_{A}{ }^{A} \bar{\Psi}_{B^{\prime} A^{\prime}}{ }^{C^{\prime}}{ }_{M^{\prime}} \phi^{M^{\prime}}} \\
& +\frac{1}{2} \bar{\Psi}_{A^{\prime} C^{\prime} L^{\prime} M^{\prime}} \cdot \bar{K}^{L^{\prime} M^{\prime} \phi^{C^{\prime}}}=0 . \tag{2.23}
\end{align*}
\]

Thus
\[
\begin{equation*}
N_{A A} \cdot \nabla^{A}{ }_{C^{\prime}} \phi^{C^{\prime}}=\nabla^{A}{ }_{A} \cdot L_{A C^{\prime}} \phi^{C^{\prime}} \tag{2.24}
\end{equation*}
\]

If we consider only the neutrino equation \(\nabla^{A A} \phi_{A}=0\) for the case in which \(m_{e}=0\) (massless spin \(-\frac{1}{2}\) ), then the separation constant \(\lambda^{2}\) stems from the eigenvalue equation
\[
\begin{equation*}
L_{B}{ }^{A} N^{A}{ }_{A}, \phi_{A}=\left(\lambda^{2} / 2\right) \phi_{B} . \tag{2.25}
\end{equation*}
\]

\section*{III. THE MAXWELL EQUATIONS}

For the case of the Maxwell equations corresponding to mass-zero spin-1 the characterization of separation parameters in terms of the components of the Killing-Yano tensor can also be achieved. Maxwell's equations are commonly formulated in terms of the skew-symmetric energy momentum tensor \(F_{A A^{\prime} B B^{\prime}}\), which satisfies
\[
\begin{gather*}
\nabla_{A A^{\prime}} \cdot F_{B B^{\prime} C C^{\prime}}+\nabla_{C C^{\prime}} F_{A A^{\prime} B B^{\prime}}+\nabla_{B B^{\prime}} F_{C C^{\prime} A A^{\prime}}=0, \\
\nabla^{A A^{\prime}} F_{A A^{\prime} B B^{\prime}}=0, \quad F_{A A^{\prime} B B^{\prime}}+F_{B B^{\prime} A A^{\prime}}=0 . \tag{3.1}
\end{gather*}
\]

As with the case of Killing-Yano tensor, \(F_{A A^{\prime}{ }^{\prime} B^{\prime} \text {, can be }}\) realized via the symmetric spinors \(\phi_{A B}, \phi_{A^{\prime} B^{\prime}}\) according to
\[
\begin{equation*}
F_{A A^{\prime} B B^{\prime}}=\epsilon_{A B} \bar{\phi}_{A^{\prime} B^{\prime}}+\epsilon_{A^{\prime} B^{\prime}} \phi_{A B} \tag{3.2}
\end{equation*}
\]

In terms of these symmetric spinors, Maxwell's equations have the form
\[
\begin{align*}
& \boldsymbol{\nabla}_{A}^{A} \cdot \phi_{A B}=0,  \tag{3.3a}\\
& \boldsymbol{\nabla}_{A}{ }^{\prime} \bar{\phi}_{C^{\prime} B^{\prime}}=0 . \tag{3.3b}
\end{align*}
\]

In Ref. 4 Chandrasekhar has obtained explicit solutions for these equations: viz.
\[
\begin{align*}
& (D-2 \rho) \phi_{01}-\left(\delta^{*}+\pi-2 \alpha\right) \phi_{00}=0, \\
& (D-\rho) \phi_{11}-\left(\delta^{*}+2 \pi\right) \phi_{01}=0,  \tag{3.4}\\
& (\delta-2 \tau) \phi_{01}-(\Delta+\mu-2 \gamma) \phi_{00}=0 \\
& (\delta-\tau+2 \beta) \phi_{11}-(\Delta+2 \mu) \phi_{01}=0 .
\end{align*}
\]

From the crucial observation that
\[
\begin{equation*}
\bar{\rho}(\delta-2 \tau)(D-2 \rho)=(D-2 \rho) \bar{\rho}(\delta-2 \tau) \tag{3.5}
\end{equation*}
\]

Teukolsky \({ }^{1}\) deduced that if \(\phi_{00}=\psi_{00} e^{i \sigma t+i m \phi}\), then the function \(\psi_{00}\) satisfies
\[
\begin{equation*}
\left[\Delta \mathscr{D}_{1} \mathscr{D}_{1}^{+}+\mathscr{L}_{0}^{+} \mathscr{L}_{1}-2 i \sigma \bar{\rho}\right] \psi_{00}=0 \tag{3.6}
\end{equation*}
\]

This function admits a separable solution \(\psi_{00}=R_{1} S_{1}\), where the separation equations are
\[
\begin{align*}
& \left(\Delta \mathscr{D}_{1} \mathscr{D}_{1}^{+}-2 i \sigma r-\lambda\right) R_{1}=0,  \tag{3.7}\\
& \left(\mathscr{L}_{0}^{+} \mathscr{L}_{1}+2 a \sigma \cos \theta+\lambda\right) S_{1}=0 .
\end{align*}
\]

If Eqs. (3.4) are analyzed further and we write
\[
\phi_{11}=\left(2\left(\bar{\rho}^{*}\right)^{2}\right)^{-1} \psi_{11} e^{i \sigma t+i m \phi}
\]
we find that the function \(\psi_{11}\) satisfies
\[
\begin{equation*}
\left[\Delta \mathscr{D}_{0}^{+} \mathscr{D}_{0}+\mathscr{L}_{0} \mathscr{L}_{1}^{+}+2 i \sigma \bar{\rho}\right] \psi_{11}=0 \tag{3.8}
\end{equation*}
\]
which admits a separable solution \(\psi_{11}=R_{-1} S_{-1}\) with the separation equations
\[
\begin{align*}
& {\left[\Delta \mathscr{D}_{0}^{+} \mathscr{D}_{0}+2 i \sigma r+\lambda\right] R_{-1}=0}  \tag{3.9}\\
& {\left[\mathscr{L}_{0} \mathscr{L}_{1}^{+}-2 a \sigma \cos \theta-\lambda\right] S_{-1}=0}
\end{align*}
\]

Equations (3.7) and (3.9) were first derived by Teukolsky. \({ }^{1}\) The functions \(R_{ \pm 1}, S_{ \pm 1}\) are called Teukolsky functions by Chandrasekhar. If instead of \(R_{ \pm 1}\) we choose the function \(P_{-1}=R_{-1}, P_{+1}=\Delta R_{+1}\), then the functions exhibit interesting properties, which are summarized in the Appendix. Chandrasekhar proceeded further and showed that \(\phi_{01}\) can be written in the form
\[
\begin{align*}
\phi_{01}= & \left(1 / \sqrt{2} \bar{\rho}^{*} \mathscr{C}\right)\left[\mathscr{D}_{0} \mathscr{L}_{1}-\left(1 / \bar{\rho}^{*}\right)\right. \\
& \left.\times\left(\mathscr{L}_{1}+i a \sin \theta \mathscr{D}_{0}\right)\right] P_{-1} S_{+1} \tag{3.10}
\end{align*}
\]
where \(\mathscr{C}\) is as in (A1).
We now seek the invariant characterization of the parameters \(\lambda\) and \(\mathscr{C}\). To determine this we draw on the results of Cohen and Kegeles, \({ }^{12}\) who showed how to obtain solutions of (3.3) via the use of a Debye potential \(\bar{P}^{X^{\prime} Y^{\prime}}\) and a gauge degree of freedom \(G_{B}^{W^{\prime}}\). If these functions satisfy
\[
\begin{equation*}
\nabla^{A\left(M^{\prime}\right.} \nabla_{A W^{\prime}} \bar{P}^{\left.N^{\prime}\right) W^{\prime}}=2 \nabla^{A\left(M^{\prime}\right.} G_{A}^{\left.N^{\prime}\right)} \tag{3.11}
\end{equation*}
\]
then
\[
\begin{equation*}
\phi_{A B}=\nabla_{\left(A W^{\prime}\right.} \nabla_{B) X} \bar{P}^{W^{\prime} X^{\prime}}-2 \nabla_{\left(A W^{\prime}\right.} G_{B)}{ }^{W^{\prime}} \tag{3.12}
\end{equation*}
\]
is a solution of (3.3). More specifically, if one chooses \(G_{A}{ }^{\boldsymbol{W}^{\prime}}=-U_{A \boldsymbol{A}} \cdot \bar{P}^{A^{\prime} \boldsymbol{W}^{\prime}}\), where
\(U_{00^{\prime}}=\rho_{1}^{*}, U_{10^{\prime}}=\tau^{*}, U_{01^{\prime}}=-\pi^{*}, U_{11^{\prime}}=-\mu^{*}\),
then \(\bar{P}^{A^{\prime} W^{\prime}}\) satisfies the decoupled equation
\[
\begin{align*}
& {\left[(1-p / 2)\left(\Delta+\mu-\gamma+(1-2 p) \gamma^{*}-p \mu^{*}\right)\left(D+(1-p) \rho^{*}\right)\right.} \\
& \quad-(1-p / 2)\left(\delta+\beta-\tau+(1-2 p) \alpha^{*}-p \pi^{*}\right)\left(\delta^{*}+2(1-p) \beta^{*}+(1-p) \tau^{*}\right) \\
& \quad-(p / 2)\left(\delta^{*}+\pi-\alpha+(3-2 p) \beta^{*}+(2-p) \tau^{*}\right)\left(\delta+2(1-p) \alpha^{*}-(p-1) \pi^{*}\right) \\
& \left.\quad+(p / 2)\left(D-\rho+(2-p) \rho^{*}\right)\left(\Delta+2(1-p) \gamma^{*}-(p-1) \mu^{*}\right)\right] \bar{P}^{A^{\prime} W^{\prime}}=0 \tag{3.13}
\end{align*}
\]
where \(p\) is the number of "ones" appearing in the indices of \(\bar{P}^{A^{\prime} W^{\prime}}\).

The choice of \(\boldsymbol{G}_{\boldsymbol{A}}^{\boldsymbol{W}^{\prime}}\) made above is particularly interesting since it yields three equivalent representations for the same function, viz.
(i) \(p=0, \bar{P}^{\sigma \sigma^{\prime}}=P_{-1} S_{1} e^{i \sigma t+i m \phi}\) :
\[
\begin{align*}
\phi_{00}= & \mathscr{D}_{0} \mathscr{D}_{0} \overline{\boldsymbol{P}}^{\sigma^{\prime} \sigma^{\prime}} \\
\phi_{01}= & \left(1 / \sqrt{2} \bar{\rho}^{*}\right)\left[\mathscr{D}_{0} \mathscr{L}_{1}-\left(1 / \bar{\rho}^{*}\right)\right.  \tag{3.14}\\
& \left.\times\left(\mathscr{L}_{1}+i a \sin \theta \mathscr{D}_{0}\right)\right] \bar{P}^{o \sigma^{\prime}}, \\
\phi_{11}= & {\left[1 / 2\left(\bar{\rho}^{*}\right)^{2}\right] \mathscr{L}_{0} \mathscr{L}_{1} \bar{P}^{0 \sigma^{\prime}} } \tag{3.16}
\end{align*}
\]
(ii) \(p=2, \quad \bar{P}^{1^{\prime \prime}}=(\bar{\rho})^{2} \Delta^{-1} P_{+1} S_{-1} e^{i a t+i m \phi}\) :
\[
\begin{align*}
\phi_{00}= & \mathscr{L}_{0}^{+} \mathscr{L}_{1}^{+} \bar{P}^{1^{\prime} 1^{\prime}} \\
\phi_{01}= & -\left(\Delta / \sqrt{2} \bar{\rho}^{*}\right)\left[\mathscr{D}_{1}^{+} \mathscr{L}_{1}^{+}-\left(1 / \bar{\rho}^{*}\right)\right.  \tag{3.15}\\
& \left.\times\left(\mathscr{L}_{1}^{+}+i a \sin \theta \mathscr{D}_{1}^{+}\right)\right] \bar{P}^{1^{\prime} 1^{\prime}} \\
\phi_{11}= & {\left[\Delta^{2} / 2\left(\bar{\rho}^{*}\right)^{2}\right] \mathscr{D}_{1}^{+} \mathscr{D}_{1}^{+} \bar{P}^{1^{\prime} 1^{\prime}} }
\end{align*}
\]
same equation as \(\bar{\rho} \bar{\phi}_{0^{\prime} 1^{\prime}}\). Hence a solution may be taken to be
\[
\begin{aligned}
\bar{P}^{0,1}= & (1 / \sqrt{2} \mathscr{C})\left[\mathscr{D}_{0} \mathscr{L}_{1}^{+}-(1 / \rho)\left(\mathscr{L}_{1}^{+}-i a \sin \theta \mathscr{D}_{0}\right)\right] \\
& \times P_{-1} S_{-1} e^{i \sigma t+i m \phi} .
\end{aligned}
\]

With this choice the components of \(\phi_{A B}\) can be written as
\[
\begin{aligned}
\phi_{00}= & (\sqrt{2} / \bar{\rho}) \mathscr{D}_{0} \mathscr{L}_{0}^{+} \bar{P}^{0^{\prime} 1} \\
\phi_{01}= & \frac{-1}{4 \rho^{2}}\left[\Delta\left(\mathscr{D}_{1}-\frac{2}{\bar{\rho}^{*}}\right) \mathscr{D}_{0}^{+}+\Delta\left(\mathscr{D}_{1}^{+}-\frac{2}{\bar{\rho}^{*}}\right) \mathscr{D}_{0}\right. \\
& \left.+\left(\mathscr{L}_{1}^{+}-\frac{i a \sin \theta}{\bar{\rho}}\right) \mathscr{L}_{0}\right] \\
& \left.+\left(\mathscr{L}_{1}+\frac{i a \sin \theta}{\bar{\rho}}\right) \mathscr{L}_{0}^{+}\right] \bar{P}^{\sigma^{\prime} 1^{\prime}}, \\
\phi_{11}= & \left(\Delta / \sqrt{2} \rho^{2} \bar{\rho}^{*}\right) \mathscr{D}_{0}^{+} \mathscr{L}_{0} \bar{P}^{0^{\prime} 1^{\prime}} .
\end{aligned}
\]

Again, using the identities in the Appendix it can be verified that expression (3.16) for \(\phi_{A B}\) is identical to those given when \(p=0\) or 2 .

These representations (and the corresponding ones for \(\phi_{A^{\prime} B^{\prime}}\) ) are invaluable for the proof of our principal result.

Theorem: If the functions \(\phi_{A B}\) are the solutions of \(\nabla^{A}{ }_{A} \cdot \phi_{A B}=0\) as represented by, say, (3.14), then the parameters \(\lambda\) and \(\mathscr{C}\) are intrinsically defined via the relations
\[
\begin{align*}
& \mathrm{C}_{A^{\prime} B^{\prime}}^{A B} \phi_{A B} \\
&=\left(K_{\left(A^{\prime}\right.} C C^{\prime} K_{\left.B^{\prime}\right)}^{B D} \nabla_{C C^{\prime}} \nabla_{D D^{\prime}}\right. \\
&\left.+4 M_{\left(A^{\prime},\right.} K_{\left.B^{\prime}\right)}^{D D^{\prime}} \nabla_{D D^{\prime}}+2 M_{\left(A^{\prime},\right.} M_{\left.B^{\prime}\right)}^{B}\right) \phi_{A B} \\
&= \frac{1}{2} \mathscr{C} \phi_{A^{\prime} B^{\prime}}, \tag{3.17}
\end{align*}
\]
\[
\begin{align*}
\Lambda_{(A}{ }^{B} \phi_{C) B}= & \left(K_{A} A^{\prime} E E^{\prime} \nabla_{E E^{\prime}}-M_{A} A^{\prime}\right) \\
& \times\left(K_{A}^{B}{ }^{D}{ }^{D D^{\prime}} \nabla_{D D^{\prime}}+2 M_{A^{\prime}}\right) \phi_{B C} \\
= & (\lambda / 2) \phi_{A C} . \tag{3.18}
\end{align*}
\]

The proof of relations (3.17) and (3.18) is (in principle) straightforward. The use of the algebraic computing language macsyma has been particularly useful in this re-
spect. For relations (3.17) the given result can simply be verified using identities (A4) of the Appendix.

Relation (3.18) is somewhat more difficult. For the cases when \(A=C=0\) or 1 the result is relatively straightforward to establish. However, the result when \(A=0, C=1\) requires extensive computation. In particular, the verification of the identity
\[
\begin{align*}
& \frac{a^{2} \cos ^{2} \theta \Delta}{4 \rho^{2} \bar{\rho}^{*}}\left(\mathscr{D}_{1} \mathscr{D}_{0}^{+}+\mathscr{D}_{1}^{+} \mathscr{D}_{0}\right) \bar{\rho}^{*} \phi_{10}-\frac{r^{2}}{4 \rho^{2} \bar{\rho}^{*}}\left(\mathscr{L}_{1} \mathscr{L}_{0}^{+} \mathscr{L}_{1}^{+} \mathscr{L}_{0}\right) \bar{\rho}^{*} \phi_{10} \\
& \quad+\frac{M a^{2} \cos ^{2} \phi}{4\left(\bar{\rho}^{*}\right)^{3}} \phi_{10}-\frac{i a r \cos \theta\left(\bar{\rho}^{*}+5 \bar{\rho}\right)}{4 \rho^{2} \bar{\rho}^{*}} \phi_{10}-\frac{a^{2}}{\left(\bar{\rho}^{*}\right)^{2}} \phi_{10}-\frac{i a \sin \theta}{2\left(\bar{\rho}^{*}\right)^{3}} \phi_{00}+\frac{i a \sin \theta}{2\left(\bar{\rho}^{*}\right)} \phi_{11}=\frac{\lambda}{2} \phi_{01} \tag{3.19}
\end{align*}
\]
is nontrivial.
It can also be verified that the following holds.
(i) If \(\phi_{A B}\) is a solution of (3.3a), then so is \(\phi_{A B}^{\prime}=\Lambda_{(A}{ }^{c} \phi_{B) C}\).

In fact,
\[
\begin{align*}
& \nabla^{C C^{\prime}} \Lambda_{(C)}{ }^{A} \phi_{B) A} \\
& =\left[\Lambda_{B}{ }^{A} \epsilon_{A}{ }^{C^{\prime}}-\left(K_{B}{ }^{C^{\prime} E E^{\prime}} \nabla_{E E}{ }^{\prime}-M_{B}{ }^{C^{\prime}}\right) M_{A}{ }^{A} .\right. \\
& +M_{B}{ }^{\prime}\left(K^{A}{ }_{A^{\prime}}{ }^{D D^{\prime}} \nabla_{D D^{\prime}}+2 M^{A}{ }_{A}{ }^{\prime}\right) \\
& \left.-2 M_{B} C^{\prime} M_{A}^{A}{ }_{A}+\frac{1}{2} \nabla_{B} C^{\prime} K_{A}^{A}{ }^{\prime}{ }^{D D^{\prime}} M_{D D^{\prime}}\right] \nabla^{C A}{ }^{\prime} \phi_{A C} . \tag{3.20}
\end{align*}
\]
(ii) If \(\phi_{A^{\prime} B^{\prime}}\) is a solution of (3.3b), then

\(\phi_{C^{\prime} D^{\prime}}^{\prime}=\mathrm{C}_{C^{\prime} D^{\prime}}{ }^{A B} \mathrm{C}^{A^{\prime} B^{\prime}}{ }_{A B} \phi_{A^{\prime} B^{\prime}}=\mathbb{C}_{C^{\prime} D^{\prime}} A^{A^{\prime} B^{\prime}} \phi_{A^{\prime} B^{\prime}}\)
is a solution of (3.3b) if \(\phi_{A^{\prime} B^{\prime}}\), is a solution as well.
(iii) If \(\phi_{A B}\) is a solution of (3.3a) then
\[
\begin{aligned}
& \Lambda_{C}{ }_{C}^{F} \mathbb{C}_{F D}{ }^{K L} \phi_{K L}+\Lambda_{D}{ }^{F} \mathbb{C}_{F C}{ }^{K L} \phi_{K L} \\
& \quad=\mathbb{C}_{C D}{ }^{A B}\left[\Lambda_{A}{ }^{E} \phi_{E B}+\Lambda_{B}{ }^{E} \phi_{E A}\right]
\end{aligned}
\]

The operator \(C_{A B}^{A^{\prime} B^{\prime}}\) is essentially the operator introduced by Torres del Castillo. \({ }^{13}\)

We take the opportunity here to give a more complete discussion of the vector potential \(A_{B B}\), which gives rise to the corresponding \(F_{A A^{\prime} B B^{\prime}}\) :
\[
\begin{equation*}
F_{C C^{\prime} B B^{\prime}}=\nabla_{C C^{\prime}} A_{B B^{\prime}}-\nabla_{B B^{\prime}} A_{C C^{\prime}} \tag{3.21}
\end{equation*}
\]

As is well known, the choice of vector potential is not unique. A derivative of a gauge function can always be added according to \(A_{C C^{\prime}} \rightarrow A_{C C^{\prime}}+\nabla_{C C^{\prime}} \phi\). As in Ref. 11, we choose the gauge in which the components \(A_{C C}\) are divergenceless; then these functions satisfy
\(\square A_{C C^{\prime}}=\left(\boldsymbol{\nabla}^{B B^{\prime}} \boldsymbol{\nabla}_{B B^{\prime}}\right) A_{C C^{\prime}}=0, \quad \nabla^{B B^{\prime}} A_{B B^{\prime}}=0\).
There are two independent solutions for the above equation which correspond to the same \(F_{A A^{\prime} B B^{\prime}}\). These solutions are the analogs of electric and magnetic multipoles, \({ }^{14}\)
\(A_{00^{\prime}}=\left[P_{+1}\left(\mathscr{L}_{1} S_{+1}-\mathscr{L}_{1}^{+} S_{-1}\right) \Delta^{-1}\right] e^{i \sigma t+i m \phi}\),
\(A_{11^{\prime}}=\left[P_{-1}\left(\mathscr{L}_{1}^{+} S_{-1}-\mathscr{L}_{1} S_{+1}\right)\left(2 \rho^{2}\right)^{-1}\right] e^{i \sigma t+i m \phi}\),
\(A_{01^{\prime}}=-\left(\mathscr{D}_{0}^{+} P_{+1}+\mathscr{D}_{0} P_{-1}\right) S_{+1}(\sqrt{2} \bar{\rho})^{-1} e^{i \sigma t+i m \phi}\),
\(A_{10^{\prime}}=\left(\mathscr{D}_{0}^{+} P_{+1}+\mathscr{D}_{0} P_{-1}\right) S_{-1}\left(\sqrt{2} \bar{\rho}^{*}\right)^{-1} e^{i \sigma t+i m \phi} ;(3.23 \mathrm{a})\)
\(A_{00^{\prime}}=\left[P_{+1}\left(i a \cos \theta \mathscr{L}_{1}^{+}+i a \sin \theta\right) \mathbf{S}_{-1} \Delta^{-1}\right] e^{i \sigma t+i m \phi}\),
\(A_{11^{\prime}}=\left[P_{-1}\left(i a \cos \theta \mathscr{L}_{1}+i a \sin \theta\right) S_{+1}\left(2 \rho^{2}\right)^{-1}\right] e^{i o t+i m \phi}\),
\(A_{01^{\prime}}=-\left(r \mathscr{D}_{0}-1\right) P_{-1} S_{+1} e^{i \sigma t+i m \phi}\),
\(A_{10^{\prime}}=-\left(r \mathscr{D}_{0}^{+}-1\right) P_{+1} S_{-1} e^{i \sigma t+i m \phi}\).
Indeed, the (3.23a) corresponds to electric multipoles and (3.23b) corresponds to magnetic multipoles. In establishing (3.23a) use was made of the identity
\[
\begin{aligned}
\mathscr{E}[ & \left(\mathscr{L}_{1}-i a \sin \theta \mathscr{D}_{0}^{+}\right) P_{+1} S_{+1} \\
& \left.+\left(\mathscr{L}_{1}^{+}-i a \sin \theta \mathscr{D}_{0}\right) P_{-1} S_{+1}\right] \\
& =i \sigma \bar{\rho}\left[\bar{\rho}^{*} \mathscr{D}_{0} \mathscr{L}_{1}-\left(\mathscr{L}_{1}+i a \theta \mathscr{D}_{0}\right)\right] P_{-1} S_{+} 1 .
\end{aligned}
\]

It should be noted that the method of Cohen and Ke geles \({ }^{12}\) also gives expressions for the vector potential. More specifically, the vector
\[
A_{C C^{\prime}}=\left(\nabla_{C E^{\prime}} \bar{P}_{C^{\prime}}^{E^{\prime}}-2 G_{C C^{\prime}}\right)+\text { complex conjugate }
\]
is such that \(A_{C C^{\prime}}\) is a solution of the Maxwell equations. However, the choice of functions \(\bar{P}^{X^{\prime} Y^{\prime}}\) and \(G_{A}^{Y^{\prime}}\) given previously does not lead to solutions in the divergence-free gauge.

\section*{IV. CONCLUSION}

In this paper we have explicitly shown how the separation parameters that occur for spin-s \(=0, \frac{1}{2}, 1\) equations can be intrinsically characterized in terms of covariant operators whose coefficients can be written in terms of the KillingYano tensor and its covariant derivatives. In Minkowski space we subsequently show that these characterizations and their natural generalizations hold true for any \(s\). There are well-known difficulties with the generalizations of equations of type (3.3). \({ }^{15}\) In this respect it is our intention to examine the nature of the intrinsic operator characterization of the functions \(A_{C C}\), and their generalizations for higher spin. All these results provide a nontrivial example of solutions to spin-s equations. Ideally, a suitable theory of such solutions to this type of equation would enable us to derive the existence of such solutions from intrinsic properties only.
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\section*{APPENDIX: SUMMARY OF THE CHANDRASEKHAR \({ }^{4}\) RESULTS}

Chandrasekhar, \({ }^{4}\) in his treatment of electromagnetic waves in Kerr geometry, has thoroughly developed the properties of the Teukolsky \({ }^{1}\) functions. We summarize his results in the following theorems.

Theorem A1: For a suitable choice of the relative normalization of the functions \(P_{ \pm 1}\) it is possible to arrange that
\[
\begin{equation*}
\Delta \mathscr{D}_{0} \mathscr{D}_{0} P_{-1}=\mathscr{C} P_{+1}, \quad \Delta \mathscr{D}_{0}^{+} \mathscr{D}_{0}^{+} P_{+1}=\mathscr{C} P_{-1}, \tag{A1}
\end{equation*}
\]
where
\[
\mathscr{C}^{2}=\lambda^{2}-4\left(a^{2} \sigma^{2}+a m \sigma\right)
\]

Theorem A2: If the functions \(S_{ \pm 1}\) are normalized to unity, \({ }^{4}\) then it is possible to arrange that
\[
\begin{equation*}
\mathscr{L}_{0} \mathscr{L}_{1} S_{+1}=\mathscr{C} S_{-1}, \quad \mathscr{L}_{0}^{+} \mathscr{L}_{1}^{+} S_{-1}=\mathscr{C} S_{+1} \tag{A2}
\end{equation*}
\]
with \(\mathscr{C}\) as in Theorem A1.
Corollary: The derivatives of the functions \(P_{ \pm 1}\) and \(S_{ \pm 1}\) can again be expressed as combinations of the same functions:
\[
\begin{align*}
& \mathscr{D}_{0}^{+} P_{+1}=(-i / 2 K)\left[(\lambda+2 i \sigma r) P_{+1}-\mathscr{C} P_{-1}\right], \quad \mathscr{D}_{0} P_{-1}=(i / 2 K)\left[(\lambda-2 i \sigma r) P_{-1}-\mathscr{C} P_{+1}\right]  \tag{A3}\\
& \mathscr{L}_{1}^{+} S_{-1}=(-1 / 2 Q)\left[(\lambda-2 a \sigma \cos \theta) S_{-1}+\mathscr{C} S_{+1}\right], \quad \mathscr{L}_{1} S_{+1}=(1 / 2 Q)\left[(\lambda+2 a \sigma \cos \theta) S_{+1}+\mathscr{C} S_{-1}\right]
\end{align*}
\]

In addition to identities (A3) the following relations are instrumental in the establishment of (3.17):
\[
\begin{align*}
& \mathscr{D}_{0}^{+} \mathscr{L}_{0}^{+}=(\mathscr{C} / \Delta) \bar{\psi}_{2}+\mathscr{L}_{0}^{+}\left(1 / \bar{\rho}^{*}\right)\left[-\psi_{1}+i a \sin \theta(1 / \Delta) \psi_{2}\right], \\
& \mathscr{D}_{0} \mathscr{L}_{0} \psi_{1}=\mathscr{C} \bar{\psi}_{0}-\mathscr{L}_{0}\left(1 / \bar{\rho}^{*}\right)\left(\psi_{1}+i a \sin \theta \psi_{0}\right), \\
& \mathscr{L}_{1}^{+} \mathscr{L}_{0} \psi_{1}=\mathscr{C} \bar{\psi}_{1}+(1 / \bar{\rho})\left(\mathscr{L}_{1}^{+}-i a \sin \theta \mathscr{D}_{0}\right) \psi_{2}-\mathscr{L}_{1}^{+}\left(1 / \bar{\rho}^{*}\right)\left(\psi_{2}+i a \sin \theta \psi_{1}\right), \\
& \Delta \mathscr{D}_{1} \mathscr{D}_{0}^{+} \psi_{1}=-\mathscr{C} \bar{\psi}_{1}-(1 / \bar{\rho})\left(\mathscr{L}_{1}^{+}-i a \sin \theta \mathscr{D}_{0}\right) \psi_{2}-\mathscr{D}_{0}\left(1 / \bar{\rho}^{*}\right)\left(\Delta \psi_{1}-i a \sin \theta \psi_{2}\right), \\
& \Delta \mathscr{D}_{1}^{+} \mathscr{D}_{0} \psi_{1}=-\mathscr{C} \bar{\psi}_{1}+(1 / \bar{\rho})\left(\mathscr{L}_{1}-i a \sin \theta \mathscr{D}_{0}^{+}\right) \Delta \psi_{0}-\mathscr{D}_{0}^{+}\left(\Delta / \bar{\rho}^{*}\right)\left(\psi_{1}+i a \sin \theta \psi_{0}\right),  \tag{A4}\\
& \mathscr{L}_{1} \mathscr{L}_{0}^{+} \psi_{1}=\mathscr{C} \bar{\psi}_{1}-(1 / \bar{\rho})\left(\mathscr{L}_{1}-i a \sin \theta \mathscr{D}_{0}^{+}\right) \Delta \psi_{0}+\mathscr{L}_{1}\left(1 / \bar{\rho}^{*}\right)\left(\Delta \psi_{0}-i a \sin \theta \psi_{1}\right), \\
& \Delta \mathscr{D}_{1}^{+} \mathscr{L}_{1} \psi_{0}=-\mathscr{C} \bar{\psi}_{1}+(1 / \bar{\rho})\left(\mathscr{L}_{1}-i a \sin \theta \mathscr{D}_{0}^{+}\right) \Delta \psi_{0}, \\
& \mathscr{D}_{0} \mathscr{L}_{1}^{+} \psi_{2}=\mathscr{C} \bar{\psi}_{1}+(1 / \bar{\rho})\left(\mathscr{L}_{1}^{+}-i a \sin \theta \mathscr{D}_{0}\right) \psi_{2},
\end{align*}
\]
where
\[
\psi_{0}=2 \phi_{00}, \quad \psi=\sqrt{2} \bar{\rho}^{*} \phi_{01}, \quad \psi_{2}=2\left(\bar{\rho}^{*}\right)^{2} \phi_{11}
\]
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\begin{abstract}
It is here shown that the chiral anomaly is related to the topological properties of a fermion. The quantization procedure of a relativistic particle requires that the particle be an extended one, and to quantize a Fermi field, it is necessary to introduce an anisotropic feature in the internal space of the particle so that it gives rise to two internal helicities corresponding to a particle and an antiparticle. This specific quantum geometry of a Dirac particle gives rise to the solitonic feature as envisaged by Skyrme and the Skyrme term appears as an effect of quantization. When in the Lagrangian formulation the effect of this topological property is taken into account, it is found that the anomaly vanishes.
\end{abstract}

\section*{I. INTRODUCTION}

In recent times, the old idea of the topological origin of the baryon number proposed by Skyrme \({ }^{1}\) and Finkelstein and Rubinstein \({ }^{2}\) has been revived. These authors put forward the idea that conserved quantum numbers arise as a consequence of the topological properties and that particles that carry conserved quantum numbers are built up from classical fields of nontrivial topology. In this picture baryons appear as solitons, commonly known as skyrmions. In a recent paper \({ }^{3}\) it has been shown that the Skyrme term, which is necessary for the stability of a soliton, may appear as a consequence of the anisotropic feature of the internal space-time, where we have assumed that there is a fixed axis corresponding to a "direction vector" and this property of internal space-time helps us to have a consistent quantization of a Fermi field. In this scheme all fermions appear as solitons and the Skyrme term may be considered as an effect of quantization.

It may be added that Sternberg \({ }^{4}\) has studied in detail the operation of charge conjugation and has argued that geometrically charged conjugation is induced by the Hodge star operator acting on a twistor space. It has been pointed out elsewhere \({ }^{5}\) that the geometrical formulation of conformal inversion, which is induced by a charge conjugation acting on a spinor, in effect, corresponds to the inversion of the internal helicity for a spinor. This internal helicity may be taken to correspond to a fixed direction vector in the internal space of a massive spinor or a direction vector (vortex line) attached to the space-time point of a massless or massive spinor in a composite system of hadrons. The Hodge star operation in twistor space eventually inverts the orientation of the direction vector. In view of this, the internal helicity may be taken to represent the fermion number and can be taken to be of topological origin.

Jackiw \({ }^{6}\) first pointed out the significance of topological effects in gauge field theories and its relationship with anomalies in quantum field theory. In a very elegant way he has shown how anomalies arise due to quantum mechanical symmetry breaking. Alvarez-Gaume and Ginsparg \({ }^{7}\) studied non-Abelian anomalies from topological considerations. In this paper we shall show that the topological aspect of the stochastic quantization procedure of a Fermi field, where a
direction vector is attached to a space-time point corresponding to the anisotropic feature of the internal space giving rise to the fermion number, helps us to find out the origin of the chiral anomaly in quantum field theory. This anomaly is avoided when we take into account this quantum geometry to study interactions involving gauge fields.

\section*{II. CONFORMAL GEOMETRY, TWISTOR SPACE, AND TOPOLOGICAL ASPECTS OF A FERMION}

It is well known that the wave function of the form \(\Psi\left(X_{\mu}, Y_{\mu}\right)\), where \(Y_{\mu}\) is an attached vector that extends the Lorentz group \(\mathrm{SO}(3,1)\) to the de Sitter group \(\mathrm{SO}(4,1)\). Now in the stochastic quantization procedure for a fermion, it has been shown that a massive fermion is characterized by a fixed direction vector in the internal space that helps us to derive the fermionic propagator in Minkowski space from the two-point correlation of the stochastic fields \(\varphi\left(Z_{\mu}\right)=\varphi\left(X_{\mu}\right)+i \varphi\left(Y_{\mu}\right)\), where the coordinate is given by \(Z_{\mu}=X_{\mu}+i Y_{\mu}\) in a complex manifold. \({ }^{8}\) This indicates that the internal space of a massive fermion is disconnected in nature. This disconnectedness of the internal space gives rise to an internal helicity of the particle that corresponds to the fermion number. This follows from the fact that since the group structure is now given by \(\mathrm{SO}(4,1)\), the irreducible representations of \(\mathrm{SO}(4)\), the maximal compact subgroup of \(\mathbf{S O}(4,1)\), are characterized by two numbers ( \(k, n\) ), where \(k\) is an integer or half-integer and \(n\) is a natural number. These two numbers are related to the eigenvalues of the Casimir operators by
\[
\begin{align*}
& \frac{1}{2} S^{\alpha \beta} S_{\alpha \beta}=k^{2}+(|k|+n)^{2}-1 \\
& \frac{1}{8} \epsilon^{\alpha \beta \gamma \delta} S_{\alpha \beta} S_{\gamma \delta}=k(|k|+n) \tag{1}
\end{align*}
\]
where \(S_{\alpha \beta}, \alpha, \beta=1,2,3,4\), are the generators of the group. Barut and Bohm \({ }^{9}\) have shown that the representations of \(\mathrm{SO}(4,1)\) given by \(S=\frac{1}{2}\) and \(k= \pm \frac{1}{2}\) can be fully extended to two inequivalent representations of the conformal group \(\mathrm{SO}(4,2)\). In fact these values actually correspond to the eigenvalues of the operator \(K=\frac{1}{2}\left(a^{+} a-b^{+} b\right)\) in the oscillator representation of the \(\mathrm{SO}(3)_{1} \times \mathrm{SO}(3)_{2}\) basis of \(\mathrm{SO}(4)\). The value of \(k\) as well as its signature is an \(\mathrm{SO}(4,2)\) invariant. The representation ( \(s=0, k=0\) ) in the conformal interpretation of \(\operatorname{SO}(4,2)\) describes a massless spin-0 particle. The
representation \(s=\frac{1}{2}, k= \pm \frac{1}{2}\) describes the helicity state of a massless spinor. Now for a massive particle, the conformal invariance breaks down and \(k= \pm \frac{1}{2}\) cannot be represented as helicity states in the conventional sense, but represents an "internal helicity" or orientation so that the mutually opposite orientations are equivalent to particle and antiparticle states.

Since these representations can be fully extended to the conformal group \(S O(4,2)\), we can now deal with eight-component conformal spinors. The simplest conformally covariant spinor field equation postulated as an \(O(4,2)\) covariant equation in a pseudo-Euclidean manifold \(M^{4.2}\) is of the form
\[
\begin{equation*}
\left(\Gamma_{a} \frac{\partial}{\partial \eta_{a}}+m\right) \xi(\eta)=0, \quad a=0,1,2,3,5,6 \tag{2}
\end{equation*}
\]
where the elements of the Clifford algebra \(\Gamma_{a}\) are the basis unit vectors of \(M^{4,2}, m\) is a constant matrix, and \(\xi(\eta)\) is an eight-component spinor field. Cartan \({ }^{10}\) has shown that in the fundamental representation where the unit vectors are represented by \(8 \times 8\) matrices of the form
\[
\Gamma_{a}=\left|\begin{array}{cc}
0 & \Xi  \tag{3}\\
H & 0
\end{array}\right|,
\]
the conformal spinors \(\xi\) are of the form
\[
\xi=\left|\begin{array}{l}
\phi_{1}  \tag{4}\\
\phi_{2}
\end{array}\right|
\]
where \(\phi_{1}\) and \(\phi_{2}\) are Cartan semispinors. The characteristic property of these spinors is that for any reflection \(\phi_{1}\) and \(\phi_{2}\) interchange. In this basis, Eq. (2) becomes equivalent to the coupled equations in the Minkowski space
\[
\begin{align*}
& i \not \partial \phi_{1}=m \phi_{2},  \tag{5}\\
& i \not \partial \phi_{2}=m \phi_{1} .
\end{align*}
\]

However it is also possible to obtain from Eq. (2) a pair of standard Dirac equations in Minkowski space. To this end, we have to work with a unitary transformation \(C_{1}\) given by
\[
C_{1}=\left|\begin{array}{ll}
L & R  \tag{6}\\
R & L
\end{array}\right|
\]
where \(L=\frac{1}{2}\left(1+\gamma_{5}\right), R=\frac{1}{2}\left(1-\gamma_{5}\right)\) with
\[
\gamma_{5}=\left|\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right|
\]

With this, we have
\[
C_{1} \xi=\xi^{D}=\left|\begin{array}{l}
\psi_{1}  \tag{7}\\
\psi_{2}
\end{array}\right|
\]
and
\[
C_{1}^{-1} \Gamma_{\mu} C_{1}=\Gamma_{\mu}^{D}=\left|\begin{array}{cc}
\gamma_{\mu} & 0 \\
0 & \gamma_{\mu}
\end{array}\right|
\]

This suggests that Eq. (2) is equivalent in Minkowski space to the pair of standard Dirac equations
\[
\begin{align*}
& (i d+m) \psi_{1}=0 \\
& (i d+m) \psi_{2}=0 . \tag{8}
\end{align*}
\]

It is to be noted that space or time reflection interchanges \(\varphi_{1}\) and \(\varphi_{2}\) and transforms \(\psi_{1}\) and \(\psi_{2}\) into themselves; conformal reflection interchanges both \(\varphi_{1} \leftrightarrow \varphi_{2}\) and \(\psi_{1} \leftrightarrow \psi_{2}\). It should be added that \(\psi_{1}\) and \(\psi_{2}\) may represent physical free massive
fermions whereas \(\varphi_{1}\) and \(\varphi_{2}\) do not unless they are massless since they obey coupled equations. However, in the case \(m \neq 0\), if we define \(\varphi_{1}\) and \(\varphi_{2}\) such that they represent two different "internal helicity" states given by \(k=+\frac{1}{2}\) and \(-\frac{1}{2}\), i.e., \(\varphi_{1}=\psi\left(k=\frac{1}{2}\right)\) and \(\varphi_{2}=\psi\left(k=-\frac{1}{2}\right)\), Eqs. (5) can be reduced to a single equation with two internal degrees of freedom when the linear combination of \(\psi\left(k=+\frac{1}{2}\right)\) and \(\psi\left(k=-\frac{1}{2}\right)\) represents an eigenstate. Now, to retain the four-component nature of the spinor in Minkowski space, these two internal degrees of freedom should be associated with particle-antiparticle states. Evidently this property of \(\varphi_{1}\) and \(\varphi_{2}\) satisfies the criteria that space, time, or conformal reflection transforms one into the other. This follows from the facts that (a) the parity operator changes the sign of \(k\); (b) the time reversal operator \(T\) changes the orientation of the internal helicity and hence changes the sign of \(k\); (c) as \(\varphi_{1}\) and \(\varphi_{2}\) are related here to particle-antiparticle states, conformal reflection changes one into the other. Thus each member of the doublet of massive spinors having the internal helicity \(k=+\frac{1}{2}\) and \(-\frac{1}{2}\), corresponding to particle and antiparticle states, represents a Cartan semispinor.

To have a geometrical interpretation of the doublet of Cartan semispinors it may be noted that it is possible to regard the components of the semispinor as the homogeneous coordinates of a point in three-dimensional projective space whereas those of another semispinor are regarded as the homogeneous coordinates of a plane in \(P^{3}\) (Ref. 11). Moreover, a point-plane correspondence exists in \(P^{3}\) that reflects the conjugation relation of semispinors. On the other hand, according to the analysis of Penrose, \({ }^{12}\) there also exists a 1-1 correspondence between twistors of valence \(\binom{1}{0}\binom{0}{1}\) and a point plane in \(P^{3}\). Thus the semispinors into which an eightcomponent spinor splits in the Cartan basis are identical to Penrose twistors. This reflects the analysis of Sternberg \({ }^{4}\) that charge conjugation corresponds to Hodgestar operation in twistor space.

This analysis along with the fact that the anticommutation relation of the eight-component conformal spinors gives rise to supersymmetry algebra \({ }^{13}\) suggests that we can introduce a spinor structure at each space-time point so that we have additional degrees of freedom to our space-time manifold \(E\) parametrized by \(\left(x_{\mu}, \theta, \bar{\theta}\right)\), where \(\theta=\binom{\theta_{1}^{\prime}}{\theta_{2}}\) is a twocomponent spinor. This effectively corresponds to a superspace. Indeed, the additional degrees of freedom \(\theta, \vec{\theta}\) in the space-time structure may be related here with the internal helicity given by the values \(k=+\frac{1}{2}\) and \(-\frac{1}{2}\) in the representation space of \(\mathrm{SO}(4)=\mathrm{SO}(3)_{1} \otimes \mathrm{SO}(3)_{2}\). To this end, we choose the chiral coordinates in the superspace as
\[
\begin{equation*}
Z^{\mu}=x^{\mu}+(i / 2) \lambda_{\alpha}^{\mu} \theta^{\alpha} \quad(\alpha=1,2) \tag{9}
\end{equation*}
\]
where we identify the coordinate in the complex manifold \(Z_{\mu}=X_{\mu}+i Y_{\mu}\) with \(Y^{\mu}=\frac{1}{2} \lambda_{\alpha}^{\mu} \theta^{\alpha}\). We now replace the chiral coordinates by the matrices
\[
\begin{equation*}
Z^{A A^{\prime}}=X^{A A^{\prime}}+(i / 2) \lambda_{\alpha}^{A A^{\prime}} \theta^{\alpha} \tag{10}
\end{equation*}
\]
where \(\lambda_{\alpha}^{A A^{\prime}}(\alpha=1,2) \in \mathrm{SL}(2, c)\). With these relations the twistor equation is now modified as
\[
\begin{equation*}
\bar{Z}_{a} Z^{a}+\lambda_{a}^{A A^{\prime}} \theta^{\alpha} \bar{\pi}_{A} \pi_{A^{\prime}}=0 \tag{11}
\end{equation*}
\]
where \(\bar{\pi}_{A}\left(\pi_{A^{\prime}}\right)\) is the spinorial variable corresponding to the
four-momentum variable \(p^{\mu}\), the conjugate of \(X^{\mu}\), and is given by in the matrix representation
\[
\begin{equation*}
p^{A A^{\prime}}=\bar{\pi}^{A} \pi^{A^{\prime}} \tag{12}
\end{equation*}
\]
and
\[
\begin{equation*}
Z^{a}=\left(\omega^{A}, \pi_{A} \cdot\right), \quad \bar{Z}_{a}=\left(\bar{\pi}_{A}, \bar{\omega}^{A^{\prime}}\right) \tag{13}
\end{equation*}
\]
with
\[
\begin{equation*}
\omega^{A}=i\left(X^{A A^{\prime}}+(i / 2) \lambda_{\alpha}^{A A^{\prime}} \theta^{\alpha}\right) \pi_{A^{\prime}} \tag{14}
\end{equation*}
\]

Equation (11) now involves the helicity operator
\[
\begin{equation*}
S=-\lambda_{\alpha}^{A A^{\prime}} \theta^{\alpha} \pi_{A} \pi_{A^{\prime}} \tag{15}
\end{equation*}
\]

It may be noted that in the complex manifold, we have taken the matrix representation of \(P_{\mu}\), the conjugate of \(X_{\mu}\) in the complex coordinate \(Z_{\mu}=X_{\mu}+i Y_{\mu}\), as \(p^{A A^{\prime}}=\pi^{A} \pi^{A^{\prime}}\) implying \(P_{\mu}^{2}=0\) and so the particle will attain its mass due to the nonvanishing characteristic of the quantity \(Y_{\mu}^{2}\). In the null plane where \(Y_{\mu}^{2}=0\), we can write the chiral coordinates as follows:
\[
\begin{equation*}
Z^{A A^{\prime}}=X^{A A^{\prime}}+(i / 2) \bar{\theta}^{A} \theta^{A^{\prime}} \tag{16}
\end{equation*}
\]
where the coordinate \(Y^{\mu}\) is replaced by \(Y^{A A^{\prime}}=\frac{1}{2} \bar{\theta}^{A} \theta^{A^{\prime}}\). In this case, the helicity operator is given by
\[
\begin{equation*}
S=-2 Y^{A A^{\prime}} \bar{\pi}_{A} \pi_{A^{\prime}}=-\bar{\theta}^{A} \theta^{A^{\prime}} \bar{\pi}_{A} \pi_{A^{\prime}}=\bar{\epsilon} \epsilon \tag{17}
\end{equation*}
\]
with \(\epsilon=i \theta^{A} \pi_{A}, \bar{\epsilon}=-i \bar{\theta}^{A} \bar{\pi}_{A}\). In this case, following Shirafuji \({ }^{14}\) we can apply the canonical quantization procedure where \(i \bar{z}_{a}\) and \(i \bar{\epsilon}\) are canonically conjugate to \(Z^{a}\) and \(\epsilon\), respectively, and we can postulate the canonical commutation and anticommutation relations given by
\[
\begin{align*}
& {\left[Z^{\alpha}, \bar{Z}_{\beta}\right]=\delta_{\beta}^{\alpha}}  \tag{18}\\
& \left\{\epsilon^{i}, \bar{\epsilon}_{j}\right\}=\delta_{j}^{i} \tag{19}
\end{align*}
\]

Symmetrizing \(\bar{Z}_{a}\) and \(Z^{a}\) and antisymmetrizing \(\bar{\epsilon}\) and \(\epsilon\) we require that the state vectors should satisfy
\[
\begin{equation*}
\left(\left\{\bar{Z}_{a}, z^{a}\right\}+[\bar{\epsilon}, \epsilon]\right)|\psi\rangle=0 \tag{20}
\end{equation*}
\]

From this we find
\[
\begin{equation*}
\left(\bar{S}+\frac{1}{2} \bar{\epsilon} \epsilon-\frac{1}{4}\right)|\psi\rangle=0 \tag{21}
\end{equation*}
\]
where
\[
\begin{equation*}
\bar{S}=\frac{1}{4}\left\{\bar{Z}_{a}, Z^{a}\right\} \tag{22}
\end{equation*}
\]

Now defining the operators
\[
\begin{equation*}
S_{i}^{a}=\bar{\epsilon}_{i} Z^{a}, \quad S_{a}^{i}=\bar{Z}_{a} \epsilon^{i} \tag{23}
\end{equation*}
\]
we have the commutation relations
\[
\begin{align*}
& {\left[\bar{S}, S_{i}^{a}\right]=-\frac{1}{2} S_{i}^{a}}  \tag{24}\\
& {\left[\bar{S}, S_{a}^{i}\right]=\frac{1}{2} \bar{S}_{\mathrm{a}}^{\mathrm{i}}}
\end{align*}
\]
which indicates that \(\bar{S}_{a}^{i}\) and \(S_{i}^{a}\) are the helicity raising and lowering operators, respectively. The state with the internal helicity \(+\frac{1}{2}\) is the vacuum state of the fermion operator
\[
\begin{equation*}
\epsilon\left|S=+\frac{1}{2}\right\rangle=0 \tag{25}
\end{equation*}
\]

Similarly, the state with the internal helicity \(-\frac{1}{2}\) is the vacuum state of the fermion operator
\[
\begin{equation*}
\bar{\epsilon}\left|S=-\frac{1}{2}\right\rangle=0 \tag{26}
\end{equation*}
\]

In case of a massive spinor, we can define a negative definite plane \(D^{-}\)where for the coordinate \(Z=X+i Y, Y\)
belongs to the interior of the forward light cone ( \(Y>0\) ) and as such represents the upper half-plane with the condition \(\operatorname{det} Y>0\) and \(\frac{1}{2} \operatorname{Tr} Y>0\). The positive definite plane \(D^{+}\)is given by the set of all coordinates \(Z\) with \(Y\) in the interior of the backward light cone ( \(Y \ll 0\) ). The map \(Z \rightarrow Z^{*}\) sends a negative definite plane to a positive definite plane. The space \(M\) of null space ( \(\operatorname{det} Y=0\) ) is the Shilov boundary so that a function holomorphic in \(D^{-}\left(D^{+}\right)\)is determined by its boundary values. Thus if we consider that any function \(\varphi(Z)=\varphi(X)+i \phi(Y)\) is holomorphic in the whole domain, we note that the helicity \(+\frac{1}{2}\left(-\frac{1}{2}\right)\) given by the operator \(i \theta^{A} \pi_{A}\left(-i \bar{\theta}^{A} \bar{\pi}_{A}\right)\) in the null plane may be taken to be the limiting value of the "internal helicity" in the upper (lower) half-plane. This indicates that in the massive spinor case, we can consider that the helicity given by
\[
\begin{equation*}
S=-\lambda_{\alpha}^{A A} \theta^{\alpha} \bar{\pi}_{A} \pi_{A} \tag{27}
\end{equation*}
\]
represents the internal helicity \(+\frac{1}{2}\) where we have \(Y \geqslant 0\). Since the map \(Z \rightarrow Z^{*}\) transforms a negative definite plane to a positive definite plane, we will have an opposite internal helicity \(-\frac{1}{2}\) with the coordinate \(Z^{\mu}=X_{\mu}-i Y_{\mu}\) replaced by the matrices \(Z^{A A^{\prime}}=X^{A A^{\prime}}-(i / 2) \lambda_{\alpha}^{A A^{\prime}} \theta \alpha\) having \(\frac{1}{2} \operatorname{Tr} Y<0\). In the null plane we will have the condition \(Y^{A A^{\prime}}=\frac{1}{2} \bar{\theta}^{A} \theta^{A^{\prime}}\) so that we can have the simultaneous existence of two helicities \(+\frac{1}{2}\) and \(-\frac{1}{2}\) corresponding to the spin projections on the \(z\) axis for a massless spinor. In this way, we can relate the spinorial variables \(\theta\) and \(\bar{\theta}\) in the superspace given by the coordinate ( \(X_{\mu}, \theta, \bar{\theta}\) ) with the internal helicity of a massive spinor. Evidently, this corresponds to the values \(k=+\frac{1}{2}\) and \(-\frac{1}{2}\) in the representation space of \(\mathrm{SO}(4)=\mathrm{SO}(3)_{1} \otimes \mathrm{SO}(3)_{2}\) in the de Sitter space.

Now we want to point out that when the extension of a particle is given by the coordinate ( \(X_{\mu}, \theta, \bar{\theta}\) ), we can have a gauge field theoretic description of this extension when the corresponding gauge fields have the group structure \(\operatorname{SL}(2, c)\). Indeed, the metric tensor \(g_{\mu \nu}^{A A^{\prime}}(X, \theta, \bar{\theta})\) \(=g_{\mu \nu}(x) \bar{\theta}^{A} \theta^{A^{\prime}}\) can be taken to be described by the \(\operatorname{SL}(2, c)\) gauge fields in Minkowski space-time with the gauge field strength tensor given by
\[
\begin{equation*}
F_{\mu \nu}=\partial_{\mu} B_{\gamma}-\partial_{\gamma} B_{\mu}+\left[B_{\mu}, \beta_{\nu}\right] \tag{28}
\end{equation*}
\]
where \(B_{\mu}\) is the matrix-valued potential and belongs to \(\operatorname{SL}(2, c)\) (Ref. 3). The asymptotic zero curvature condition then implies \(F_{\mu \nu}=0\) so that we can write the non-Abelian gauge field as
\[
B_{\mu}=U^{-1} \partial_{\mu} U, \quad \text { where } \quad U \in \operatorname{SL}(2, c)
\]

With the substitution, we note that the corresponding Lagrangian is given by
\[
\begin{equation*}
L=M^{2} \operatorname{Tr}\left(\partial_{\mu} U^{t} \partial_{\mu} U\right)+\operatorname{Tr}\left[\partial_{\mu} U U^{+}, \partial_{\nu} U U^{+}\right]^{2} \tag{29}
\end{equation*}
\]
where \(M\) is a suitable constant having the dimension of mass.
Thus we find that the quantization of a Fermi field considering an anisotropy in the internal space leading to an internal helicity description corresponds to the realization of a nonlinear sigma model-where the Skyrme term in the Lagrangian ( \(L_{\text {Skyrme }}=\operatorname{Tr}\left[\partial_{\mu} U U^{+}, \partial_{\nu} U U^{+}\right]^{2}\) ) automatically arises for stabilizing the soliton. Thus in this picture, fermions appear as solitons and the fermion number is found
to have a topological origin. Indeed, for the Hermitian representation, we can take the group manifold as \(\operatorname{SU}(2)\) and this leads to a mapping from the space three-sphere \(S^{3}\) to the group space \(S^{3}\left[\mathrm{SU}(2)=S^{3}\right]\) and the corresponding winding number is given by
\(q=\frac{1}{24 \pi^{2}} \int_{S^{,}} d s_{\mu} \epsilon^{\mu v \alpha \beta} \operatorname{Tr}\left[U^{-1} \partial_{\nu} U U^{-1} \partial_{\lambda} U U^{-1} \partial_{\beta} U\right]\).
Evidently \(q\) is a topological index and represents the fermion number.

\section*{III. TOPOLOGICAL ASPECTS OF A FERMION AND THE CONSERVED CURRENT}

The above analysis can be used to link up the topological origin of fermion number with the internal helicity. Then the wave function for a particle and an antiparticle is implicitly represented as \(\psi(x, \theta)\) and \(\psi(X, \bar{\theta}), \theta, \bar{\theta}\) indicating the internal helicity \(+\frac{1}{2}\) and \(-\frac{1}{2}\), respectively, and the metric tensor is given by \(g_{\mu \nu}(X, \theta, \bar{\theta})\). That is, spinor structures are introduced to each space-time point and we have a superspace. This geometry effectively gives rise to the \(\operatorname{SL}(2, c)\) gauge fields (as the spinor-affine connection) having the field strength
\[
F_{\mu \nu}=\partial_{\mu} B_{v}-\partial_{v} B_{\mu}+\left[B_{\mu}, B_{\nu}\right]
\]
where \(B_{\mu}\) is the matrix-valued potential. In superspace a given covariant tensor \(F_{\mu \nu}\) does not have contravariant components \(F^{\mu \nu}\). Therefore, following Carmeli and Malin \({ }^{15}\) we choose the simplest Lagrangian density which is invariant under \(\operatorname{SL}(2, c)\) transformations
\[
\begin{equation*}
\alpha=-\frac{1}{4} \operatorname{Tr}\left(\epsilon^{\alpha \beta \gamma \delta} F_{\alpha \beta} F_{\gamma \delta}\right) \tag{31}
\end{equation*}
\]
where \(\epsilon^{\alpha \beta \gamma \delta}\) is the completely antisymmetric tensor density in four dimensions with \(\epsilon^{0123}=1\). Applying the usual procedure of variational calculus, we get the field equations
\[
\begin{equation*}
\partial_{\delta}\left(\epsilon^{\alpha \beta \gamma \delta} F_{\alpha \beta}\right)-\left[B_{\delta}, \epsilon^{\alpha \beta \gamma \delta} F_{\alpha \beta}\right]=0 . \tag{32}
\end{equation*}
\]

Taking the infinitesimal generators of the group \(\operatorname{SL}(2, c)\) as
\[
g_{1}=\left[\begin{array}{ll}
0 & 0  \tag{33}\\
1 & 0
\end{array}\right], \quad g_{2}=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right], \quad g_{3}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right]
\]
we can write
\[
\begin{align*}
& B_{\mu}=b_{\mu}^{a} g^{a}=\mathbf{b}_{\mu} \cdot \mathbf{g} \\
& F_{\mu \nu}=F_{\mu \nu}^{a} g^{a}=\mathbf{f}_{\mu \nu} \cdot \mathbf{g} \quad(a=1,2,3) \tag{34}
\end{align*}
\]

Evidently in this space, these \(\operatorname{SL}(2, c)\) gauge fields will appear as background fields.

Thus to describe a matter field in this geometry, the Lagrangian will be modified by the introduction of this SL ( \(2, c\) ) invariant Lagrangian density (31). Hence for a massless spinor field we write for the Lagrangian
\[
\begin{equation*}
L=-\bar{\psi} \gamma^{\mu} D_{\mu} \psi-\frac{1}{4} \operatorname{Tr} \epsilon^{\alpha \beta \gamma \delta} F_{\alpha \beta} F_{\gamma \delta} \tag{35}
\end{equation*}
\]
where \(D_{\mu}\) is the \(\operatorname{SL}(2, c)\) gauge covariant derivatives defined by
\[
D_{\mu}=\partial_{\mu}-i g B_{\mu}
\]
where \(g\) is some coupling strength. It is to be observed that by the introduction of the \(\operatorname{SL}(2, c)\) gauge field Lagrangian in (35), we are effectively taking into account the effect of the extension of the fermionic particle giving rise to the internal
helicity in terms of the gauge fields. \({ }^{16}\) That is, writing the space-time coordinate and the four-momentum variables as
\[
\begin{align*}
& Q_{m}=q_{\mu}+i \hat{Q}_{\mu} \\
& P_{\mu}=p_{\mu}+i \hat{p}_{\mu} \tag{36}
\end{align*}
\]
where \(q_{\mu}\left(p_{\mu}\right)\) corresponds to the mean position (momentum) relating to the external space-time and \(\hat{Q}_{\mu}\left(\widehat{P}_{n}\right)\) corresponds to the internal stochastic extension, we can write, following Brooke and Prugovecki, \({ }^{17}\) the following representation of \(Q_{\mu} / \omega\) and \(P_{\mu} / \omega, \omega=\hbar / l m c\) ( \(l\) being a fundamental length) acting on functions defined in phase space:
\[
\begin{align*}
& \frac{Q_{\mu}}{\omega}=-i\left(\frac{\partial}{\partial p_{\mu}}+\phi_{\mu}\right) \\
& \frac{P_{\mu}}{\omega}=i\left(\frac{\partial}{\partial q_{\mu}}+\psi_{\mu}\right) \tag{37}
\end{align*}
\]
where \(\phi_{\mu}\) and \(\psi_{\mu}\) are matrix-valued functions. Thus identifying \(\phi_{\mu}\) with the \(\operatorname{SL}(2, c)\) gauge field \(B_{\mu}\), we note that this spatial extension will give rise to a Lagrangian density given by (31) in addition to the point-particle spinorial Lagrangian density \(\bar{\psi} \gamma_{\mu} \partial_{\mu} \psi\). Besides we can conceive of a coupling with this backgroundfield with the spinor and this leads to Eq. (35) for the effective Lagrangian of the spinorial matter field.

From this, we can now construct a conserved current corresponding to this Lagrangian and we get (neglecting the coupling with the gauge field)
\[
\begin{equation*}
\mathbf{j}^{\mu}=\bar{\psi} \gamma^{\mu} \psi+\epsilon^{\mu v \alpha} \mathbf{b}_{v} \times \mathbf{f}_{\alpha \beta}=\mathbf{j}_{x}^{\mu}+\mathbf{j}_{\theta}^{\mu} \tag{38}
\end{equation*}
\]

Indeed from the properties of \(\operatorname{SL}(2, c)\) generators we find from (32) that
\[
\epsilon^{\mu v \alpha \beta}\left(\partial_{\nu} \mathbf{f}_{\alpha \beta}-\mathbf{b}_{v} \times \mathbf{f}_{\alpha \beta}\right)=0
\]

This suggests that
\[
\begin{equation*}
\mathbf{j}_{\theta}^{\mu}=\epsilon^{\mu v \alpha \beta} \mathbf{b}_{v} \times \mathbf{f}_{\alpha \beta}=\epsilon^{\mu v \alpha \beta} \partial_{v} \mathbf{f}_{\alpha \beta} \tag{39}
\end{equation*}
\]

Then using the antisymmetric property of the Levi-Civita tensor density \(\epsilon^{\mu v a \beta}\) we get
\[
\begin{equation*}
\partial_{\mu} \mathbf{j}_{\theta}^{\mu}=\epsilon^{\mu v \alpha \beta} \partial_{\mu} \partial_{v} \mathbf{f}_{\alpha \beta}=0 \tag{40}
\end{equation*}
\]

Now noting that for spinor field, the vector current density is conserved, we finally have
\[
\begin{equation*}
\partial_{\mu} \mathbf{j}^{\mu}=\partial_{\mu}\left(\mathbf{j}_{x}^{\mu}+\mathbf{j}_{\theta}^{\mu}\right)=0 \tag{41}
\end{equation*}
\]

However, in the Lagrangian (35), if we split the Dirac massless spinor in chiral forms and identify the internal helicity \(\left(+\frac{1}{2}\right)\left(-\frac{1}{2}\right)\) with left (right) chirality corresponding to \(\theta\) and \(\bar{\theta}\), we can write
\[
\begin{align*}
\bar{\psi} \gamma_{\mu} D_{\mu} \psi= & \bar{\psi} \gamma_{\mu} \partial_{\mu} \psi-i g \bar{\psi} \gamma_{\mu} B_{\mu}^{a} g^{a} \psi \\
= & \bar{\psi} \gamma_{\mu} \partial_{\mu} \psi-(i g / 2)\left\{\bar{\psi}_{R} \gamma_{\mu} B_{\mu}^{1} \psi_{R}-\bar{\psi}_{R} \gamma_{\mu} B_{\mu}^{2} \psi_{R}\right. \\
& \left.+\bar{\psi}_{L} \gamma_{\mu} B_{\mu}^{2} \psi_{L}+\bar{\psi}_{L} \gamma_{\mu} B_{\mu}^{3} \psi_{L}\right\} \tag{42}
\end{align*}
\]

Then the three \(\operatorname{SL}(2, c)\) gauge field equations give rise to the following three conservations laws,
\[
\begin{align*}
& \partial_{\mu}\left[\frac{1}{2}\left(-i g \bar{\psi}_{R} \gamma_{\mu} \psi_{R}\right)+j_{\mu}^{1}\right]=0 \\
& \partial_{\mu}\left[\frac{1}{2}\left(-i g \bar{\psi}_{L} \gamma_{\mu} \psi_{L}+i g \bar{\psi}_{R} \gamma_{\mu} \psi_{R}\right)+j_{\mu}^{2}\right]=0,  \tag{43}\\
& \partial_{\mu}\left[\frac{1}{2}\left(-i g \bar{\psi}_{L} \gamma_{\mu} \psi_{L}\right)+j_{\mu}^{3}\right]=0
\end{align*}
\]

These three equations represent a consistent set of equations if we choose
\[
j_{\mu}^{1}=-j_{\mu}^{2} / 2, \quad j_{\mu}^{3}=j_{\mu}^{2} / 2
\]
which evidently guarantees the vector current conservation. Then we can write
\[
\begin{align*}
& \partial_{\mu}\left(\bar{\psi}_{R} \gamma_{\mu} \psi_{R}+j_{\mu}^{2}\right)=0  \tag{44}\\
& \partial_{\mu}\left(\bar{\psi}_{L} \gamma_{\mu} \psi_{L}-j_{\mu}^{2}\right)=0
\end{align*}
\]

From these, we find
\[
\begin{equation*}
\partial_{\mu}\left(\bar{\psi} \gamma_{\mu} \gamma_{5} \psi\right)=\partial_{\mu} j_{\mu}^{5}=-2 \partial_{\mu} j_{\mu}^{2} \tag{45}
\end{equation*}
\]

Thus the anomaly is expressed here in terms of the second \(\operatorname{SL}(2, c)\) component of the gauge field current \(j_{\mu}^{2}\). However, since in this formalism the chiral currents are modified by the introduction of \(j_{\mu}^{2}\), we note from Eq. (44) that the anomaly vanishes.

From these equations, two separately conserved charges emerge, viz.,
\[
\begin{align*}
& \widetilde{Q}_{L}=\int \psi_{L}^{+} \psi_{2} d^{3} x-\int j_{0}^{2} d^{3} x  \tag{46}\\
& \widetilde{Q}_{R}=\int \psi_{R}^{+} \psi_{R} d^{3} x+\int j_{0}^{2} d^{3} x
\end{align*}
\]

The charge corresponding to the gauge field part is
\(q=\int j_{0}^{2} d^{3} x=\int_{\text {surface }} \epsilon^{i j k} d a_{i} F_{j k}^{2} \quad(i, j, k=1,2,3)\).
Visualizing \(F_{j k}^{2}\) to be the magnetic fieldlike components for the vector potential \(B_{i}^{2}\), we see that ( \(i=1,2,3\) ) is actually associated with the magnetic pole strength for the corresponding field distribution.

The term \(\epsilon^{\alpha \beta \gamma \delta} \operatorname{Tr} F_{\alpha \beta} F_{\gamma \delta}\) in the Lagrangian can be actually expressed as a four-divergence of the form \(\partial_{\mu} \Omega^{\mu}\), where
\[
\begin{equation*}
\Omega^{\mu}=-\left(1 / 16 \pi^{2}\right) \epsilon^{\mu \alpha \beta \gamma} \operatorname{Tr}\left[\frac{1}{2} B_{\alpha} F_{\beta \gamma}-\frac{2}{3}\left(B_{\alpha} B_{\beta} B_{\gamma}\right)\right] \tag{48}
\end{equation*}
\]

We recognize that the gauge field Lagrangian is related to the Pontryagin density
\[
\begin{equation*}
P=-\left(1 / 16 \pi^{2}\right) \operatorname{Tr} * F_{\mu \nu} F^{\mu \nu}=\partial_{\mu} \Omega^{\mu} \tag{49}
\end{equation*}
\]
and \(\Omega^{\mu}\) is the corresponding Chern-Simons secondary characteristic class. The Pontryagin index
\[
\begin{equation*}
q=\int P d^{4} x \tag{50}
\end{equation*}
\]
is then a topological invariant. If we consider Euclidean four-dimensional space-time, then the above integral may be reduced to a three-surface integral where the three-surface is topologically equivalent to \(S^{3}\). Now it is noted that we must have \(F_{\alpha \beta}=0\) at all spatial and temporal infinity points so that the action \(S=\int L d^{4} x\) gives rise to a finite energy gauge field configuration. Then the gauge potentials tend to a pure gauge at large distances in all four directions, i.e., we have
\[
\begin{equation*}
B_{\mu}^{x_{\mu} \rightarrow \alpha}, U^{-1} \partial_{\mu} U \tag{51}
\end{equation*}
\]

This then helps us to write
\[
\begin{align*}
q= & \frac{1}{24 \pi^{2}} \int_{S^{v}} d s_{\mu} \epsilon^{\mu \alpha \beta \gamma} \\
& \times \operatorname{Tr}\left[U^{-1} \partial_{\alpha} U U^{-1} \partial_{\beta} U U^{-1} \partial_{\gamma} U\right] \tag{52}
\end{align*}
\]

We observe that this is nothing but the fermion number as discussed in the previous section. In four-dimensional spacetime, if we assume \(B_{\mu}\) to go faster than \(1 / r, B_{\mu}\) being zero at negative infinity of the time coordinate but tends to a pure gauge at positive infinity of the time coordinate, we can write
\[
\begin{equation*}
q=\left.\int d \mathbf{r} \Omega^{0}\right|_{x^{0}=\alpha} \tag{53}
\end{equation*}
\]

From this, it appears that the axial vector current is now modified as
\[
\begin{equation*}
\tilde{j}_{\mu}^{\mathrm{s}}=j_{\mu}^{5}+2 \hbar \Omega_{\mu} \tag{54}
\end{equation*}
\]
and though \(\partial_{\mu} j_{\mu}^{5} \neq 0\), we have \(\partial_{\mu} \tilde{j}_{\mu}^{5}=0\). That means, when the topological properties of a fermion related to the origin of fermion number is taken into account, we are not confronted with the chiral anomaly. The origin of the chiral anomaly is thus found to be due to the naive form of the point particle current without any topological structure, which turns out to be essential for the quantization of a Fermi field.

\section*{IV. FERMIONS AND THE INTERACTION WITH AN EXTERNAL ABELIAN GAUGE FIELD}

The chiral description of the matter field in terms of the spinorial variables \(\theta, \bar{\theta}\) in the metric tensor \(g_{\mu \nu}(x, \theta, \bar{\theta})\) giving rise to the \(\operatorname{SL}(2, c)\) gauge field currents necessitates the introduction of a disconnected gauge group for the external Abelian field interacting with the matter field in a chiral symmetric way. In the case where the external Abelian gauge field is the electromagnetic field, the Lagrangian density is given by
\[
\begin{align*}
L= & -\bar{\psi} \gamma_{\mu} D_{\mu} \psi-\frac{1}{4} \operatorname{Tr}\left(\epsilon^{\alpha \beta \gamma \delta} \widetilde{F}_{a \beta} \widetilde{F}_{\gamma \delta}\right) \\
& -\frac{1}{4} \operatorname{Tr}\left(F_{\mu \nu} F^{\mu v}\right)+\operatorname{Tr}\left(j_{\mu} A^{\mu}\right) \tag{55}
\end{align*}
\]

Here \(D_{\mu}\) is the \(\operatorname{SL}(2, c)\) gauge covariant derivative and, considering the order of \(\psi-B_{\mu}\) coupling to be negligible compared to the matter current electromagnetic field coupling, we can replace it by \(\partial_{\mu}\),
\[
\widetilde{F}_{\alpha \beta}=\partial_{\alpha} B_{\beta}-\partial_{\beta} B_{\alpha}+\left[B_{\alpha}, B_{\beta}\right], \quad B_{\alpha} \in \operatorname{SL}(2, c)
\]
and \(F_{\mu v}=\partial_{\mu} A_{v}-\partial_{v} A_{\mu}, A_{\mu}\) being the electromagnetic gauge potential and \(j_{\mu}\) is the matter current matrix given by
\[
j_{\mu}=\left[\begin{array}{cc}
\bar{\psi}_{R} \gamma_{\mu} \psi_{R}+j_{\mu}^{2} & 0  \tag{56}\\
0 & \bar{\psi}_{L} \gamma_{\mu} \psi_{L}-j_{\mu}^{2}
\end{array}\right]
\]
where \(j_{\mu}^{2}\) is the second component of the \(\operatorname{SL}(2, c)\) gauge field current as discussed in the previous section. It is evident that this matrix structure of \(j_{\mu}\) exhibiting the chiral form suggests that for \(A_{\mu}\) we should take the disconnected gauge group \(U_{1 L} \times U_{1 R}=U_{1} x\{1, d\}\) where \(d\) is the orientation reversing operation. Evidently in such an interaction the field strength and current are not gauge invariant but only gauge covariant, each changing sign under \(d\). This is similar to the nonAbelian theories where field strengths and currents are only gauge covariant even under gauge transformations connected to the identity. The internal symmetry group here is \(\mathrm{O}(2)\) which is given by the relation
\[
\begin{equation*}
\mathrm{O}(2)=\mathbf{S O}(2) \times\{1, d\}=U_{1} \times\{1, d\} \tag{57}
\end{equation*}
\]
where \(d\) is the orientation reversing operator. Indeed, we can take
\[
A_{\mu}=\left[\begin{array}{cc}
A_{\mu+} & 0  \tag{58}\\
0 & A_{\mu-}
\end{array}\right]
\]

Kiskis \({ }^{18}\) has studied the interactions having disconnected gauge group. Following Kiskis, we can think of a large system of observers each responsible for a small open region \(U_{i}\) of the connected space-time manifold \(M\). Let us consider that all the frames in \(U_{i}\) have the same orientation. Physically this means that the space is simply connected and the observer can give an unambiguous definition of positive charge everywhere. This suggests that we can introduce the connection (gauge field) in the Lagrangian
\[
\begin{equation*}
L^{i}=L_{g}^{(i)}+L_{M}^{(i)}, \tag{59}
\end{equation*}
\]
where \(i\) identifies quantities associated with the region \(U_{i}, L_{M}^{(i)}\) is the matter field Lagrangian, and \(L_{g}^{(i)}\) is the kinetic energy term for the connection. The gauge symmetry of the \(L_{g}^{(i)}\) is given by
\[
\begin{equation*}
A \rightarrow g^{-1}(\partial+A) g \tag{60}
\end{equation*}
\]
with \(g\) a smooth map
\[
\begin{equation*}
g=U_{i} \rightarrow O(2) \tag{61}
\end{equation*}
\]
which may lie in either component of \(O(2)\). A transformation that reverses the orientation at each point can be written as
\[
\begin{align*}
& g=d g_{0} \\
& g_{o}=U_{i} \rightarrow \mathrm{SO}(2),  \tag{62}\\
& d=\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right)
\end{align*}
\]

This gives
\[
\begin{equation*}
A \rightarrow g_{0}^{-1}(\partial-A) g_{0} \tag{63}
\end{equation*}
\]

We see that it is a combination of charge conjugation and orientation preserving gauge rotation. Evidently in this formalism the chiral currents interact with the gauge field in a disconnected form. Indeed, writing
\[
A_{\mu}=\left[\begin{array}{cc}
A_{\mu+} & 0 \\
0 & A_{\mu-}
\end{array}\right]
\]
we find the interaction term is given by
\[
\left[\begin{array}{cc}
\left(\bar{\psi}_{L} \gamma_{\mu} \psi_{L}-j_{\mu}^{2}\right) A_{\mu+} & 0  \tag{64}\\
0 & \left(\bar{\psi}_{R} \gamma_{\mu} \psi_{R}+j_{\mu}^{2}\right) A_{\mu-}
\end{array}\right]
\]

Evidently there is no term like \(A_{\mu+} A_{\mu-}\) in the Lagrangian. As Kiskis \({ }^{18}\) has discussed, in the overlap region
\[
U_{i j}=U_{i} \cap U_{j}
\]
there are two observers studying the same physical system where each observer has set up his own basis in the internal symmetry space over \(U_{i j}\). The relation between these bases is a gauge transformation
\[
g_{i j}: U_{i j} \rightarrow \mathrm{O}(2)
\]
where the map lies in either component of \(O(2)\). That is, observers \(i\) and \(j\) may have opposite charge convention. If
they have opposite convention about charge, they will have opposite convention about field. In fact, if we designate \(a\) priori what is a particle and what is an antiparticle, the left and right directions can be determined by any parity violating interaction. On the other hand, if we designate what is left and what is right the particle-antiparticle designation remains fixed. Thus any parallel transport from a region \(U_{i}\) to \(U_{j}\) of the manifold will be such that either the orientation remains the same and the observer will see the same charge or the orientation is opposite when by reversing the orientation of \(U_{j}\) the observer will see the same charge. Thus any path from any region \(U_{i}\) to \(U_{j}\) will be such that either this will give the same orientation for \(U_{j}\) or it is opposite when reversing the orientation, the observer will identify a lefthanded or a right-handed particle.

\section*{V. DISCUSSION}

We have shown above that the chiral anomaly is connected with the topological properties of a fermion. Indeed, the topological property of a fermion gives rise to the fermion number which is always conserved and helps us to treat fermions as solitons. The Skyrme term here arises just as an effect of quantization of a fermion \({ }^{3}\) and is related to the quantum geometry of a relativistic particle. The relativistic generalization of a quantum particle necessitates the particle to be an extended one and to attain the fermionic property, we need to introduce an anisotropic feature in the internal space of the particle so that it gives rise to two internal helicities corresponding to a particle and an antiparticle. This specific quantum geometry of a Dirac particle gives rise to the solitonic feature as envisaged by Skyrme \({ }^{1}\) as well as by Finkelstein and Rubinstein. \({ }^{2}\) When in the Lagrangian formulation the effect of this topological property is taken into account, we find that the anomaly vanishes.

This analysis suggests that the origin of anomaly lies in the fact that fermions are conventionally treated as localized point particles devoid of any specific geometrical and topological feature. But when this topology is taken into account anomaly vanishes implying that when we study quantum mechanical symmetry breaking, we must take into account the geometrical features involved in the quantization procedure. That is, quantum mechanical effects have their origin in quantum geometry and need to be studied in this perspective.
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New exact solutions are searched for on the basis of the method of separation of variables proposed in earlier work by the present authors [J. Math. Phys. 30, 2132 (1989)]. The essence of this method consists of constructing first-order matrix differential operators that define the dependence of the Dirac bispinor on the related variables, but commutation of such operators with the operator of the equation or between them is not assumed. The classical problems are considered as possibilities, namely, electrons in the field of plane monochromatic electromagnetic waves (Volkov's problem) and electrons in the Coulomb field (hydrogen atom). Then "plane" external electromagnetic fields are considered for which some new exact solutions are obtained in terms of special functions. Four new exact solutions of the Dirac equation in the fields with axial cylindrical symmetry are also shown, and lastly one "free" solution with exotic geometry is demonstrated, namely, "free" parabolic cylindrical spinor waves.

\section*{I. INTRODUCTION}

We have proved rigorous theorems about necessary and sufficient conditions on the external vector fields that allow us to have partial or complete separation of variables in the Dirac equation in Ref. 1 (see Theorems 1-6 for Cartesian coordinates and Theorems 7 and 8 for the general orthogonal curvilinear coordinates).

Taking into account the conditions of complete separation of variables in the Dirac equation in Cartesian coordinates, we can see that all the possible potentials that allow such a separation contain additively in the components the dependences on the corresponding variables, i.e.,
\[
\begin{equation*}
A_{k}=\tilde{A}_{k}\left(x^{k}\right)+B_{k}\left(x^{m}, x^{n}, x^{l}\right), \quad k \neq m \neq n \neq l . \tag{1.1}
\end{equation*}
\]

Therefore it is possible to simplify according to
\[
\begin{equation*}
\Psi=\widetilde{\Psi} \exp \left\{i \sum \int \widetilde{A}_{k}\left(x^{k}\right) d x^{k}\right\}, \quad k=i, j, m, n \tag{1.2}
\end{equation*}
\]

As a result of transformation (1.2), the bispinor \(\Psi\) satisfies the Dirac equation in the form
\[
\begin{align*}
& \left\{\gamma^{i}\left(\partial_{i}-i A_{i}\right)+\gamma^{j}\left(\partial_{j}-i A_{j}\right)+\gamma^{m}\left(\partial_{m}-i A_{m}\right)\right. \\
& \left.\quad+\gamma^{n}\left(\partial_{n}-i A_{n}\right)+m_{0}\right\} \Psi=0 \tag{1.3}
\end{align*}
\]
where the Lorentz condition on the vector potential is fulfilled automatically:
\[
\begin{equation*}
\partial_{m} A^{m}=0 \tag{1.4}
\end{equation*}
\]
(summation on \(m\) takes place). Here and thereafter we use the nomenclature of Ref. 1.

Simplifications analogous to (1.2) are possible also in the case of curvilinear coordinates.

Note that the conditions of separation of variables in the Dirac equation according to Ref. 1 require the components of the vector potential to be sums of functions of separable variables. However, the physical fields may have structure other than as sums of functions of separable variables; for
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example, as a field of a plane monochromatic electromagnetic wave:
\[
\begin{equation*}
A_{x}=A e^{i \omega(z-t)} \tag{1.5}
\end{equation*}
\]

Here the wave propagates along the \(Z\) axis with transversal polarization. In such cases we can often reduce the Dirac equation to the form (1.3) by means of transition to the new variables. However, such transition is connected with a mixing of space and time variables and as a result the matrices multiplying the corresponding derivatives may not have definite Hermitian form and, moreover, may be degenerate. In the case (1.5) such a situation takes place for the well known variables
\[
\begin{equation*}
u=z-t, \quad v=z+t \tag{1.6}
\end{equation*}
\]

The degenerate matrices must be handled with special care. In other words, after reducing the Dirac equation to the form (1.3) we can use the method of separation of variables proposed in Ref. 1.

In the case (1.5) the Dirac equation takes the form
\[
\begin{equation*}
\left\{\gamma^{1}\left(\partial_{x}-i A(u)\right)+\gamma^{2} \partial_{y}+\gamma^{u} \partial_{u}+\gamma^{v} \partial_{v}+m_{0}\right\} \Psi=0 \tag{1.7}
\end{equation*}
\]
where
\[
\begin{equation*}
\gamma^{u}=\gamma^{3}-\gamma^{4}, \quad \gamma^{\nu}=\gamma^{3}+\gamma^{4} \tag{1.8}
\end{equation*}
\]

Here the matrices \(\gamma^{u}\) and \(\gamma^{\prime \prime}\) are degenerate.
Separating successively \(x, y\), and \(v\) according to Theorem 3 of Ref. 1 we have
\[
\begin{align*}
& \hat{K}_{x}=-i \partial_{x}, \quad \hat{K}_{y}=-i \partial_{y}, \quad \hat{K}_{v}=-i \partial_{v},  \tag{1.9}\\
& \hat{K}_{u}=\gamma^{1}\left(k_{x}+A(u)\right)+\gamma^{2} k_{y}-i \gamma^{4} \partial_{u}+\gamma^{v} k_{v}-i m_{0} \tag{1.10}
\end{align*}
\]

Choosing the representation
\[
\begin{align*}
& \gamma^{1}=\left(\begin{array}{ll}
0 & \sigma^{1} \\
\sigma^{1} & 0
\end{array}\right), \quad \gamma^{2}=\left(\begin{array}{lr}
I & 0 \\
0 & -I
\end{array}\right), \\
& \gamma^{3}=\left(\begin{array}{ll}
0 & \sigma^{3} \\
\sigma^{3} & 0
\end{array}\right), \quad \gamma^{4}=i\left(\begin{array}{ll}
0 & \sigma^{2} \\
\sigma^{2} & 0
\end{array}\right), \tag{1.11}
\end{align*}
\]
we obtain the exact solution
\(\Psi=\binom{\Psi_{1}}{\Psi_{2}}, \quad \Psi_{2}=\frac{i k_{y}+m_{0}}{k} \Psi_{1}, \quad \Psi_{1}=\binom{\varphi_{1}}{\varphi_{2}}\),
\(k^{2}=k_{y}^{2}+m_{0}^{2}\),
\(\varphi_{1}=\exp \left\{-\frac{i}{4} \int\left\{\left(k_{x}+A(u)\right)^{2}+k^{2}\right\} d u\right\}\),
\(\varphi_{2}=\frac{-i}{2 k_{x}}\left\{k-i\left(k_{x}+A(u)\right)\right\} \varphi_{1}\).
This is the well-known Volkov solution. \({ }^{2,3}\)
Our nomenclature, however, is closer to Refs. 4 and 5.
Taking the Dirac equation in spherical coordinates in the presence of a Coulomb field in a diagonal gauge tetrad we have
\[
\begin{align*}
& \left\{\gamma^{1} \partial_{r}+\frac{\gamma^{2}}{r} \partial_{\theta}+\frac{\gamma^{3}}{r \sin \theta} \partial_{\mathscr{P}}\right. \\
& \left.\quad+\gamma^{4} \partial_{t}-i \gamma^{4} \frac{\alpha}{r}+m_{0}\right\} \Psi=0 \tag{1.15}
\end{align*}
\]

According to Theorem 8 of Ref. 1, separating \(t, \theta\), and \(\varphi\) successively we have
\[
\begin{align*}
& \hat{K}_{t}=-i \partial_{i}, \quad \hat{K}_{\varphi}=-i \partial_{\varphi} \\
& \widehat{K}_{\theta}=-i\left\{\gamma^{2} \partial_{\theta}+\frac{\gamma^{3}}{\sin \theta} m\right\} \gamma^{1} \gamma^{4}  \tag{1.16}\\
& \hat{K}_{r}=\left\{-i \gamma^{1} \partial_{r}-\frac{k}{r} \gamma^{1} \gamma^{4}-\gamma^{4}\left(E-\frac{\alpha}{r}\right)-i m_{0}\right\}
\end{align*}
\]

Here \(m\) is an eigenvalue of the operator \(\widehat{K}_{\varphi}\) and \(k\) is an eigenvalue of the operator \(\widehat{K}_{\theta}\).

Taking the matrices \(\gamma^{1}\) and \(\gamma^{4}\) in the form
\[
\gamma^{1}=\left(\begin{array}{rr}
0 & -I  \tag{1.17}\\
I & 0
\end{array}\right), \quad \gamma^{4}=i\left(\begin{array}{rr}
I & 0 \\
0 & -I
\end{array}\right)
\]
we can have from (1.16) the standard radial equations of a hydrogenlike atom
\[
\begin{align*}
& \left(\frac{\partial}{\partial r}+\frac{k}{r}\right) \chi-\left(E-\frac{\alpha}{r}+m_{0}\right) \varphi=0, \\
& \left(-\frac{\partial}{\partial r}+\frac{k}{r}\right) \varphi+\left(E-\frac{\alpha}{r}-m_{0}\right) \chi=0, \tag{1.18}
\end{align*} \quad \bar{\Psi}=\binom{\varphi}{\chi} .
\]

Gathering the operators \(\widehat{K}_{\varphi}\) and \(\widehat{K}_{\theta}\) after the unitary transformation that is the inverse of that of (3.25) of Ref. 1, we obtain the operator (expressed in the Cartesian gauge)
\(\widehat{K}_{\theta \varphi}=\left\{\gamma_{1} \gamma_{4} \gamma_{2} \frac{\partial}{i \partial \theta}+\gamma_{1} \gamma_{4} \gamma_{3} \sin ^{-1} \theta \frac{\partial}{i \partial \varphi}+\frac{\gamma_{4}}{i}\right\}\),
connected in the standard way with the momentum of Dirac's particle:
\(\left.\widehat{K}_{\theta_{\varphi}}^{2}=\left(\hat{\mathbf{L}}+\frac{1}{2} \boldsymbol{\sigma}\right)^{2}+\frac{1}{4}=\hat{\mathbf{J}}^{2}+\frac{1}{4}=\{\boldsymbol{\sigma} \hat{\mathbf{L}})+1\right\}^{2}\).
Here \(\hat{\mathbf{L}}\) is the orbital momentum operator and \(\frac{1}{2} \sigma\) is the spin momentum.

Thus we have classical results for the classical problems in our scheme of separation of variables proposed in Ref. 1.

\section*{II. SOLUTIONS OF THE DIRAC EQUATION IN CARTESIAN COORDINATES}

We assume that when necessary the transformation (1.2) is fulfilled and, according to Theorem 6 of Ref. 1, the components of the vector potential satisfying the Lorentz condition and allowing the complete separation of variables take the form
\(A_{i}=0, \quad A_{j}=A_{j}\left(x^{i}\right), \quad A_{m}=0, \quad A_{n}=A_{n}\left(x^{m}\right)\),
or the trivial case when the components of vector potential depend only on one variable. The separation is most simple if first we separate the variables in pairs. Then instead of (1.3) we have
\[
\begin{align*}
& \left\{\gamma^{1} \partial_{3}+\gamma^{2}\left(E-A_{4}\right)\right\} \gamma^{3} \gamma^{4} \widetilde{\Psi}=k \widetilde{\Psi}  \tag{2.2}\\
& \left\{\gamma^{1} \partial_{1}+\gamma^{2}\left(\partial_{2}-i A_{2}\right)+m_{0}\right\} \gamma^{1} \gamma^{2} \widetilde{\Psi}=i k \widetilde{\Psi} \tag{2.3}
\end{align*}
\]
where
\[
\begin{equation*}
\widetilde{\Psi}=\widehat{\zeta} \Psi=\frac{1}{2}\left(1+i \gamma^{2} \gamma^{4}\right)\left(1+\gamma^{1} \gamma^{3}\right) \Psi \tag{2.4}
\end{equation*}
\]

In contrast to Ref. 1 throughout the paper, we take the fourth variable to be imaginary.

In the standard representation of the Dirac matrices,
\(\gamma^{k}=\left(\begin{array}{ll}0 & \sigma^{k} \\ \sigma^{k} & 0\end{array}\right), \quad k=1,2,3, \quad \gamma^{A}=i\left(\begin{array}{rr}I & 0 \\ 0 & -I\end{array}\right)\)
(here and after \(\gamma^{4}\) is anti-Hermitian), instead of (2.2) and (2.3) we can write
\[
\begin{align*}
& k \xi_{1}=\left\{i \partial_{3}+\left(E-A_{4}\right)\right\} \xi_{2}  \tag{2.6}\\
& \left\{i \partial_{3}-\left(E-A_{4}\right)\right\} \xi_{1}=-k \xi_{1}  \tag{2.7}\\
& i\left(m_{0}-k\right) A+\left(-\partial_{1}+\left(k_{2}+A_{2}\right)\right) B=0  \tag{2.8}\\
& i\left(m_{0}+k\right) B+\left(\partial_{1}+\left(k_{2}+A_{2}\right) \mid A=0\right. \tag{2.9}
\end{align*}
\]
where \(k\) is an eigenvalue of the operators of Eqs. (2.2) and (2.3).

Then we have for the structure of a bispinor
\[
\widetilde{\Psi}=\left(\begin{array}{l}
A\left(\xi_{1}-\xi_{2}\right)  \tag{2.10}\\
B\left(\xi_{1}+\xi_{2}\right) \\
i A\left(\xi_{1}+\xi_{2}\right) \\
-i B\left(\xi_{1}-\xi_{2}\right)
\end{array}\right)
\]

Note that the potentials
\[
\begin{equation*}
A_{l}\left(x^{k}\right), \quad l \neq k, \quad A_{i}\left(x^{j}\right), \quad i \neq j \tag{2.11}
\end{equation*}
\]
in our nomenclature correspond to the parallel electric and magnetic fields \((\vec{E} \| \vec{H})\), respectively.

Let us consider situations where Eqs. (2.6)-(2.9) allow exact solutions in terms of special functions.

\section*{A. \(A_{4}=c z, c=\) const}

After introducing a new variable \(y\),
\[
\begin{equation*}
y=E-c z \tag{2.12}
\end{equation*}
\]
(here \(E\) is the energy of the state), Eqs. (2.6) and (2.7) take the form
\[
\begin{align*}
& -k \xi_{1}+\left(-i c \partial_{y}+y\right) \xi_{2}=0  \tag{2.13}\\
& -\left(i c \partial_{y}+y\right) \xi_{1}+k \xi_{2}=0 \tag{2.14}
\end{align*}
\]

After the change,
\(x=\sqrt{2 / c}(E-c z)=\sqrt{2 / c} y\),
and from (2.13) and (2.14) we have the equation of the parabolic cylinder,
\[
\begin{equation*}
\left\{\partial_{x x}^{2}-\left(k^{2}+i c\right) / 2 c+\frac{1}{4} x^{2}\right\} \xi_{1}=0 \tag{2.16}
\end{equation*}
\]
for which exact solutions in terms of degenerate hypergeometric functions are well known:
\[
\begin{align*}
\xi_{1}= & a_{1} e^{-i x^{2} / 4} M\left(-i a / 2+\frac{1}{4}, \frac{1}{2} i x^{2} / 2\right) \\
& +b_{1} x e^{-i x^{2} / 4} M\left(-i a / 2+\frac{3}{2}, \frac{3}{2}, i x^{2} / 2\right) \tag{2.17}
\end{align*}
\]

Noting that Eqs. (2.13) and (2.14) are mutually conjugated we have
\[
\begin{align*}
\xi^{2}= & a_{2} e^{i x^{2} / 4} M\left(i a / 2+\frac{1}{4}, \frac{1}{2},-i x^{2} / 2\right) \\
& +b_{2} x e^{i x^{2} / 4} M\left(i a / 2+\frac{3}{4}, \frac{3}{2},-i x^{2} / 2\right) \tag{2.18}
\end{align*}
\]

Taking into account the relation
\[
\begin{equation*}
M(\alpha, \beta, x)=e^{x}(\beta-\alpha, \beta,-x) \tag{2.19}
\end{equation*}
\]
instead of (2.18) we can write
\[
\begin{align*}
\xi_{2}^{*}= & a_{2}^{*} e^{-i x^{2} / 4} M\left(i a / 2+\frac{1}{4} \cdot \frac{1}{2},+i x^{2} / 2\right) \\
& +b_{2}^{*} x e^{-i x 2 / 4} M\left(i a / 2+\frac{3}{4}, \frac{3}{2},+i x^{2} / 2\right) \tag{2.20}
\end{align*}
\]

Substituting (2.17) and (2.20) in (2.13) we find the connections between coefficients to be
\[
\begin{equation*}
a_{2}=i \sqrt{2 c} / k, \quad b_{1}=a_{1}^{*}, \quad b_{2}=i k / \sqrt{2 c}, \quad a_{2}=b_{1}^{*} \tag{2.21}
\end{equation*}
\]

The determination of the functions \(A\) and \(B\) is trivial. Thus the problem is solved exactly.

\section*{B. \(A_{2}=c x, c=\) const}

Introducing the variable
\[
\begin{equation*}
z=k_{2}+c x, \tag{2.22}
\end{equation*}
\]
instead of Eqs. (2.8) and (2.9) we have
\[
\begin{align*}
& i\left(m_{0}-k\right) A+\left(-c \partial_{z}+z\right) B=0  \tag{2.23}\\
& i\left(m_{0}+k\right) B+\left(c \partial_{z}+z\right) A=0 \tag{2.24}
\end{align*}
\]

As a result of the substitution
\[
\begin{equation*}
z=\sqrt{c / 2} y \tag{2.25}
\end{equation*}
\]
we again have the equations of the parabolic cylinder,
\[
\begin{align*}
& \left\{\partial_{y y}^{2}-\frac{1}{4} y^{2}+\left(k^{2}-m_{0}^{2}+c\right) / 2 c\right\}_{A}=0,  \tag{2.26}\\
& \left\{\partial_{y y}^{2}-\frac{1}{4} y^{2}+\left(k^{2}-m_{0}^{2}-c\right) / 2 c\right\} B=0, \tag{2.27}
\end{align*}
\]
for which exact solutions are known:
\[
\begin{align*}
A= & a_{1} e^{-y^{2} / 4} M\left(a / 2+\frac{1}{4}, \frac{1}{2}, y^{2} / 2\right) \\
& +a_{1} y e^{-y^{2} / 4} M\left(a / 2+\frac{3}{4}, \frac{1}{2}, y^{2} / 2\right) \tag{2.28}
\end{align*}
\]
\[
\begin{align*}
B= & b_{1} e^{-y^{2} / 4} M\left(a / 2+\frac{3}{4}, \frac{1}{2}, y^{2} / 2\right) \\
& +b_{2} y e^{-y^{2} / 4} M\left(a / 2+\frac{5}{4}, \frac{3}{2}, y^{2} / 2\right) \tag{2.29}
\end{align*}
\]

If
\[
\begin{equation*}
\left(k^{2}-m_{0}^{2}\right) / 4 c=-n / 2, \quad n=1,2,3, \ldots \tag{2.30}
\end{equation*}
\]
the degenerate hypergeometric functions reduce to the Hermite polynomials, and the quantization of energy takes place:
\[
\begin{equation*}
E=\left(m_{0}^{2}+k_{z}^{2}+2 n c\right)^{1 / 2} \tag{2.31}
\end{equation*}
\]

Returning to Eqs. (2.26) and (2.27), we have the relations between the coefficients of the solutions:
\[
\begin{equation*}
a_{1}=-i \sqrt{2 c} b_{2} /\left(m_{0}-k\right), \quad b_{1}=\left\{i \sqrt{2 c} /\left(m_{0}+k\right)\right\} a_{2} \tag{2.32}
\end{equation*}
\]

It is trivial to solve Eqs. (1.6) and (1.7) in this case. The problem is solved exactly.

\section*{C. \(A_{4}=\beta e^{\eta z}, \beta=\) const, \(\eta=\) const}

Equations (2.6) and (2.7) for this potential after the change
\[
\begin{equation*}
\mu=e^{\eta_{z}} \tag{2.33}
\end{equation*}
\]
take the form
\[
\begin{align*}
& -k \xi_{1}+\left(i \eta \mu \partial_{\mu}+(E-\beta \mu)\right) \xi_{2}=0  \tag{2.34}\\
& \left(i \eta \mu \partial_{\mu}-(E-\beta \mu)\right) \xi_{1}+k \xi_{2}=0 \tag{2.35}
\end{align*}
\]
and therefore
\(\left\{\frac{\partial^{2}}{\partial \mu^{2}}+\frac{1}{\mu} \frac{\partial}{\partial \mu} \frac{1}{\mu^{2}}\left(-\frac{i \mu \beta}{\eta}+\frac{1}{\eta^{2}}\left((E-\beta \mu)^{2}-k^{2}\right)\right)\right\} \xi_{1}=0\).

The change
\[
\begin{equation*}
\xi_{1}=\exp (-i \beta \mu / \eta) \mu^{i k_{2} / \eta} Y_{1} \tag{2.37}
\end{equation*}
\]
leads to the equation of degenerate hypergeometric functions
\[
\begin{equation*}
\zeta Y_{1}^{\prime \prime}+Y_{1}^{\prime}(2 q-1-\zeta)+(i E / \eta-q) Y_{1}=0 \tag{2.38}
\end{equation*}
\]
where
\[
\begin{align*}
& \zeta=2 i \beta \mu / \eta  \tag{2.39}\\
& q=i k_{z} / \eta \tag{2.40}
\end{align*}
\]

Therefore
\[
\begin{align*}
& \xi_{1}=e^{-i \beta \mu / \eta}\left\{a_{1} \mu^{-i k_{z} \eta} M\left(-\frac{i k_{z}}{\eta}-\frac{i E}{\eta}+1,-\frac{2 i k_{z}}{\eta}+L, \frac{2 i \beta \mu}{\eta}\right)+a_{2} \mu^{i k_{z} / \eta} M\left(\frac{i k_{z}}{\eta}-\frac{i E}{\eta+1}, \frac{2 i k_{z}}{\eta}+L, \frac{2 i \beta \mu}{\eta}\right)\right\},  \tag{2.41}\\
& \xi_{2}=e^{-i \beta \mu / \eta}\left\{b_{1} \mu^{i k_{z} / \eta} M\left(\frac{i k_{z}}{\eta}-\frac{i E}{\eta}, \frac{2 i k_{z}}{\eta}+L, \frac{2 i \beta \mu}{\eta}\right)+b_{2} \mu^{-i k_{z} \eta} M\left(-\frac{i k_{z}}{\eta}-\frac{i E}{\eta},-\frac{2 i k_{z}}{\eta}+L, \frac{2 i \beta \mu}{\eta}\right)\right\} \tag{2.42}
\end{align*}
\]

According (2.35) and (2.36) the coefficients are connected by the relation
\[
\begin{equation*}
a_{1}^{*}=b_{1}, \quad a_{2}^{*}=b_{2}, \quad a_{1} / a_{2}=i\left(E+k_{z}\right) / k \tag{2.43}
\end{equation*}
\]

The problem is solved exactly.
In the case of free motion \([\beta \rightarrow 0, \quad M(\alpha, \beta, 0)=1]\), if \(\beta\) is not an integer number then we have superposition of two free waves running in opposite directions.

\section*{D. \(A_{2}=\beta e^{\eta x}, \beta=\) const, \(\eta=\) const}

After the change
\(\mu=e^{\eta x}\),
instead of (2.8) and (2.9) we have
\[
\begin{align*}
& i(m-k) A+\left(-\eta \mu \partial_{\mu}+\left(k_{2}+\beta \mu\right)\right) B=0  \tag{2.45}\\
& i(m+k) B+\left(\eta \mu \partial_{\mu}+\left(k_{2}+\beta \mu\right) \mid A=0\right. \tag{2.46}
\end{align*}
\]

Thus again we have the exact solution
\[
\begin{align*}
A= & e^{-\beta \mu / \eta}\left\{a_{1} \mu^{i k_{1} / \eta} M\left(\frac{k_{2}+i k_{1}}{\eta}, \frac{2 i k_{1}}{\eta}+L, \frac{2 \beta \mu}{\eta}\right)\right. \\
& \left.+a_{2} \mu^{-i k_{1} / \eta} M\left(\frac{k_{2}-i k_{1}}{\eta},-\frac{2 i k_{1}}{\eta}+L, \frac{2 \beta \mu}{\eta}\right)\right\}  \tag{2.47}\\
B= & e^{-\beta \mu / \eta}\left\{b_{1} \mu^{i k_{1} / \eta} M\left(\frac{k_{2}+i k_{1}}{\eta}+1, \frac{2 i k_{1}}{\eta}+1, \frac{2 \beta \mu}{\eta}\right)\right. \\
& \left.+b_{2} \mu^{-i k_{1} / \eta} \mu\left(\frac{k_{2}-i k_{1}}{\eta}+1,-\frac{2 i k_{1}}{2}+1, \frac{2 \beta \mu}{\eta}\right)\right\} . \tag{2.48}
\end{align*}
\]

The coefficients are related as follows:
\[
\begin{align*}
& b_{1}=i a_{1}\left(k_{2}+i k_{1}\right) /\left(m_{0}+k\right),  \tag{2.49}\\
& b_{2}=i a_{2}\left(k_{2}-i k_{1}\right) /\left(m_{0}+k\right) .
\end{align*}
\]

\section*{E. \(A_{4}=I / z, I=\) const}

Now we have instead of (2.6) and (2.7)
\[
\begin{align*}
& -k \xi_{1}+\left(i \partial_{z}+(E-l / z)\right) \xi_{2}=0,  \tag{2.50}\\
& \left(i \partial_{z}-(E-l / z)\right) \xi_{1}+k \xi_{2}=0 . \tag{2.51}
\end{align*}
\]

Passing to the second-order equations we have the wellknown Whittaker ones:
\[
\begin{align*}
& \left\{\partial_{z z}^{2}+i l / z^{2}+(E-l / z)^{2}-k^{2}\right\} \xi_{1}=0  \tag{2.52}\\
& \left\{\partial_{z z}^{2}-i l / z^{2}+(E-l / z)^{2}-k^{2}\right\} \xi_{2}=0 \tag{2.53}
\end{align*}
\]

The corresponding solutions have the form
\[
\begin{align*}
\xi_{1}= & e^{-y / 2}\left\{y^{1-i l} a_{1} M(1-i l-\tilde{k}, 2-2 i l, y)\right. \\
& \left.+a_{2} M(i l-\tilde{k}, 2 i l, y) y^{i}\right\}  \tag{2.54}\\
\xi_{2}= & e^{-y / 2}\left\{y^{1-i} b_{1} M(1+i l-\tilde{k}, 2+2 i l, y)\right. \\
& \left.+b_{2} M(-i l-\tilde{k},-2 i l, y) y^{i}\right\} \tag{2.55}
\end{align*}
\]
where
\[
\begin{align*}
& y=2 \sqrt{k^{2}-E^{2}} z  \tag{2.56}\\
& \tilde{k}=-l E / \sqrt{k^{2}-E^{2}} \tag{2.57}
\end{align*}
\]

The connections between the coefficients may be deduced from substitution of (2.55) and (2.56) into (2.51) and (2.52):
\[
\begin{align*}
& b_{1}=-i a_{2} k /\left[2 \sqrt{k^{2}-E^{2}}(1+2 i l)\right]  \tag{2.58}\\
& b_{2}=-\left[2 \sqrt{k^{2}-E^{2}}(1-2 i l)\right] / i k
\end{align*}
\]

The behavior of solutions in the asymptotic region when \(z \rightarrow \infty\) is given by
\[
\begin{align*}
& \xi_{1}=e^{-y / 2} y^{1-i l} c_{1}+e^{-y / 2} y^{i l} c_{2}  \tag{2.59}\\
& \xi_{2}=e^{-y / 2} y^{1+i l} d_{1}+e^{-y / 2} y^{-i l} d_{2} \tag{2.60}
\end{align*}
\]

\section*{F. \(A_{2}=I / z, I=\) const}

Equations (2.8) and (2.9) with such potential take the form
\[
\begin{align*}
& i(m-k) A+\left(-\partial_{x}+\left(k_{2}+l / x\right)\right) B=0  \tag{2.61}\\
& i(m+k) B+\left(\partial_{x}+\left(k_{2}+l / x\right)\right) A=0 \tag{2.62}
\end{align*}
\]

Analogously to those presented previously, these equations may be solved exactly; namely, we have
\[
\begin{align*}
A= & e^{-y / 2}\left\{a_{1} y^{l+1} M\left(1+l+2 l k_{2} / \lambda, 2+2 l, y\right)\right. \\
& \left.+a_{2} y^{-} l M\left(-l+2 l k_{2} / \lambda, 1-2 l, y\right)\right\},  \tag{2.63}\\
B= & e^{-y / 2}\left\{a_{1}\left\{i\left(m_{0}+k\right) / 2 \sqrt{k_{2}^{2}+m_{0}^{2}-k^{2}}(2 l+1)\right\}^{-1}\right. \\
& \times M\left(l+2 l k_{2} / \lambda, 2 l y\right) y^{l} \\
& +a_{1}\left\{\left(m_{0}-k\right) / 2 i \sqrt{k_{2}^{2}+m_{0}^{2}-k^{2}}(1-2 l)\right\}^{-1} \\
& \left.\times M\left(1-l+2 l k_{2} / \lambda, 2-2 l, y\right) y^{1-~}\right\} . \tag{2.64}
\end{align*}
\]

\section*{III. SOLUTION OF THE DIRAC EQUATION IN CYLINDRICAL COORDINATES}

The Dirac equation in general cylindrical coordinates
\[
\begin{equation*}
x=e^{\mu} \cos \theta, \quad y=e^{\mu} \sin \theta, \quad z, \quad t \tag{3.1}
\end{equation*}
\]
in the presence of vector fields in a diagonal tetrad gauge takes the form
\[
\begin{align*}
& \left\{\gamma^{1}\left(\frac{\partial_{\mu}}{e^{\mu}}-i A_{\mu}\right)+\gamma^{2}\left(\frac{\partial_{\theta}}{e^{\mu}}-i A_{\theta}\right)+\gamma^{3}\left(\partial_{z}-i A_{z}\right)\right. \\
& \left.\quad+\gamma^{4}\left(\partial_{t}-i A_{4}\right)+m_{0}\right\} \Psi=0 \tag{3.2}
\end{align*}
\]

In the case where the vector potential has only one component, i.e., \(A_{\mu}=A_{\theta}=A_{z}=0, A_{4}=A_{4}(\mu)\), Eq. (3.2) allows a separation of variables such as
\[
\begin{align*}
& \widehat{K}_{12}=-\gamma^{4} \gamma^{2} \partial_{\mu} / e^{\mu}+\gamma^{4} \gamma^{1} \partial_{\theta} / e^{\mu}+i \gamma^{1} \gamma^{2}\left(A_{4}+E\right)  \tag{3.3}\\
& \widehat{K}_{z}=-\gamma^{1} \gamma^{2} \gamma^{3} \gamma^{4} \partial_{z}+\gamma^{1} \gamma^{2} \gamma^{4} m_{0}  \tag{3.4}\\
& {\left[\widehat{K}_{12}, \hat{K}_{z}\right]=0, \quad\left(\widehat{K}_{12}+\widehat{K}_{z}\right) \widetilde{\Psi}=0} \tag{3.5}
\end{align*}
\]

Here it is taken into account that the operator of Eq. (2.2) and the operator of energy \(-i \partial_{t}\) are commute.

In order to solve Eq. (3.2) and to find the explicit form of the bispinor let us transform from standard representation of the Dirac matrices to some "almost standard" representation through the transformation
\[
\begin{equation*}
\gamma \rightarrow \hat{S}^{-1} \gamma \hat{S}, \quad \hat{S}=(1 / \sqrt{2})\left(1+i \gamma^{3} \gamma^{4}\right) \tag{3.6}
\end{equation*}
\]
which corresponds to the transitions \(\gamma^{3} \rightarrow i \gamma^{4}\) and \(\gamma^{4} \rightarrow i \gamma^{3}\).
The operator \(\widehat{K}_{z}\) leads to the equations
\[
\begin{align*}
& -\left(\partial_{2}+m_{0}\right) \chi=k \varphi  \tag{3.7}\\
& \left(\partial_{z}-m_{0}\right) \varphi=k \chi \\
& \widetilde{\Psi}=\binom{\tilde{\varphi}}{\chi}, \tag{3.8}
\end{align*}
\]
where
\[
\begin{align*}
& \widetilde{\Psi}=S^{-1} \Psi=\Psi_{0} \exp \left\{i\left(k_{z} z-E t\right)\right\},  \tag{3.9}\\
& \Psi_{0}=\binom{\varphi}{\chi} . \tag{3.10}
\end{align*}
\]

Thus we have
\[
\begin{equation*}
k^{2}=k_{z}^{2}+m_{0}^{2} \tag{3.11}
\end{equation*}
\]
where \(k\) is an eigenvalue number of the operator \(\hat{K}_{z}\).
Equation (3.3) leads to the system
\(\left\{\left(\sigma^{1} / e^{\mu}\right) \partial_{\mu}+i \sigma^{2} m / e^{\mu}-\sigma^{3}\left(A_{4}+E\right)\right\} \varphi=k \varphi\),
\(\left\{\left(\sigma^{1} / e^{\mu}\right) \partial_{\mu}+i \sigma^{2} m / e^{\mu}-\sigma^{3}\left(A_{4}+E\right)\right\} \chi=k \chi\),
where \(m\) is an eigenvalue of the operator \(-i \partial_{\theta}\). The number \(m\) takes the values permitted by the corresponding boundary conditions in the Cartesian tetrad gauge.

The transformation \(\widehat{S}(\theta)\) that achieves the transition from the diagonal tetrad gauge to the Cartesian one has the form
\[
\begin{equation*}
\hat{S}(\theta)=e^{-\mu / 2} \exp \left(-(\theta / 2) \gamma^{1} \gamma^{2}\right) \tag{3.14}
\end{equation*}
\]
i.e.,
\[
\begin{equation*}
\Psi_{\text {Cart }}=\widehat{S}^{-1}(\theta) \Psi_{\text {Diag }} \tag{3.15}
\end{equation*}
\]

According to (3.14), \(\hat{S}(\theta+2 \pi)=-\hat{S}(\theta)\) and therefore
\[
\begin{equation*}
\Psi_{\text {Diag }}(\theta+2 \pi)=-\Psi_{\text {Diag }}(\theta) \tag{3.16}
\end{equation*}
\]

So we have \(m=n+\frac{1}{2}\), where \(n\) is an integer number.
Equation (3.12) leads to the system
\[
\begin{align*}
& \left\{e^{-\mu}\left(\partial_{\mu}+m\right)\right\} \varphi_{2}=\left\{k+\left(A_{4}+E\right)\right\} \varphi_{1}  \tag{3.17}\\
& \left\{e^{-\mu}\left(\partial_{\mu}-m\right)\right\} \varphi_{1}=\left\{k-\left(A_{4}+E\right)\right\} \varphi_{2} \tag{3.18}
\end{align*}
\]
where
\[
\begin{equation*}
\varphi=\binom{\varphi_{1}}{\varphi_{2}} . \tag{3.19}
\end{equation*}
\]

The system of equations (3.17) and (3.18) allows exact solutions in the case of the potential \(A_{4}=l / e^{\mu}\).

\section*{A. \(I=0\), free case}

In this case, instead of (3.17) and (3.18) we have
\(\rho^{2} \frac{\partial^{2} \varphi_{1}}{\partial \rho^{2}}-\left\{m(m-1)+\left(k^{2}-E^{2}\right) \rho^{2}\right\} \varphi_{1}=0\),
\(\rho^{2} \frac{\partial^{2} \varphi_{2}}{\partial \rho^{2}}-\left\{m(m+1)+\left(k^{2}-E^{2}\right) / \rho^{2}\right\} \varphi_{2}=0\),
where a new variable \(e^{\mu}=\rho\) is introduced.
The solutions of (3.20) and (3.21) are well known:
\[
\begin{align*}
& \varphi_{1}=c_{1} \sqrt{\rho} J_{m-1 / 2}\left(i \sqrt{k^{2}-E^{2}} \rho\right)  \tag{3.22}\\
& \varphi_{2}=c_{2} \sqrt{\rho} J_{m+1 / 2}\left(i \sqrt{k^{2}-E^{2}} \rho\right) \tag{3.23}
\end{align*}
\]

After substitution of (3.22) and (3.23) in (3.17) and (3.18) we have the relation between the coefficients
\[
\begin{equation*}
c_{1}=i c_{2} \sqrt{(k-E) /(E+K)} . \tag{3.24}
\end{equation*}
\]

In the Cartesian gauge the radial solutions have the form
\[
\begin{align*}
& \varphi_{1} \sim J_{m-1 / 2}\left(i \sqrt{k^{2}-E^{2}} \rho\right),  \tag{3.25}\\
& \varphi_{2} \sim J_{m+1 / 2}\left(i \sqrt{k^{2}-E^{2}} \rho\right) . \tag{3.26}
\end{align*}
\]

For the asymptotic behavior (large \(\rho\) ) we have the well known cylindrical wave
\[
\begin{align*}
& J_{m+1 / 2}\left(i \sqrt{k^{2}-E^{2}} \rho\right) \\
& \quad \rightarrow \sqrt{\frac{2}{\pi}} \frac{1}{\sqrt{k^{2} E^{2}} \rho} \cos \left\{\sqrt{E^{2}-k^{2}} \rho-\frac{\pi}{2}\left(m+\frac{1}{2}\right)-\frac{\pi}{4}\right\} \tag{3.27}
\end{align*}
\]

\section*{B. \(A_{4}=/ / e^{\mu}, I=\) const}

Taking into account the change
\[
\begin{equation*}
e^{\mu}=\rho \tag{3.28}
\end{equation*}
\]
we have instead of (3.12)
\[
\begin{align*}
& \left(\partial_{\rho}+m / \rho\right) \varphi_{2}-(E+k+l / p) \varphi_{1}=0  \tag{3.29}\\
& \left(\partial_{\rho}-m / \rho\right) \varphi_{1}+(E-k+l / \rho) \varphi_{2}=0 \tag{3.30}
\end{align*}
\]

We find the solutions of (3.29) and (3.30) in the form
\[
\begin{align*}
& \varphi_{1}=\sqrt{1-E / k} e^{-\lambda \rho}\left\{F_{1}(2 \lambda \rho)-F_{2}(2 \lambda \rho)\right\}  \tag{3.31}\\
& \varphi_{2}=\sqrt{1-E / k} e^{-\lambda \rho}\left\{F_{1}(2 \lambda \rho)+F_{2}(2 \lambda \rho)\right\} \tag{3.32}
\end{align*}
\]
where
\[
\begin{equation*}
\lambda=\sqrt{k^{2}-E^{2}} \tag{3.33}
\end{equation*}
\]

The substitution of these expressions in (3.16) and (3.17) leads us to the equations
\[
\begin{align*}
& \left(\partial_{\tilde{\rho}}+\frac{l E}{\lambda \tilde{\rho}}-1\right) F_{1}+\left(\frac{l k}{\lambda \tilde{\rho}}+\frac{m}{\tilde{\rho}}\right) F_{2}=0  \tag{3.34}\\
& \left(\partial_{\tilde{\rho}}-\frac{l E}{\lambda \tilde{\rho}}\right) F_{2}-\left(\frac{l k}{\lambda \tilde{\rho}}-\frac{m}{\tilde{\rho}}\right) F_{1}=0 \tag{3.35}
\end{align*}
\]
where \(\tilde{\rho}=2 \lambda \rho\).
Let us consider the behavior of the solutions of these equations when \(\tilde{\rho} \rightarrow 0\). Then it is convenient to write
\[
\begin{equation*}
F_{1}=a_{1} \tilde{\rho}^{v}, \quad F_{2}=a_{2} \tilde{\rho}^{v} \tag{3.36}
\end{equation*}
\]

Here \(a_{1}, a_{2}\), and \(v\) are constants connected according to (3.34) and (3.35) by the relations
\[
\begin{align*}
& (v+l E / \lambda) a_{1}+(m+l k / \lambda) a_{2}=0  \tag{3.37}\\
& (-m+l k / \lambda) a_{1}+(-v+l E / \lambda) a_{2}=0 \tag{3.38}
\end{align*}
\]
from which we have
\[
\begin{equation*}
v=\sqrt{m^{2}-l^{2}} \tag{3.39}
\end{equation*}
\]

Introducing the function
\[
\begin{equation*}
F_{2}=\tilde{\rho}^{\nu} G_{2}(\tilde{\rho}) \tag{3.40}
\end{equation*}
\]
we can see that the function \(G_{2}\) satisfies the equation
\(\tilde{\rho} G_{2}^{\prime \prime}+(2 v+1-\tilde{\rho}) G_{2}^{\prime}+(l E / \lambda-v) G_{2}=0\).
Then
\[
\begin{equation*}
G_{2}=c M(v-l E / \lambda, 2 v+1, \tilde{\rho}) \tag{3.42}
\end{equation*}
\]

Taking into account Eqs. (3.34) and (3.35) we have finally
\[
\begin{align*}
F_{1}= & -c[(v \lambda-l E) /(m \lambda-l k)] \tilde{\rho}^{v} \\
& \times M(v+1-l E / \lambda, 2 v+1, \tilde{\rho})  \tag{3.43}\\
F_{2}= & c \tilde{\rho}^{v} M(v-l E / \lambda, 2 v+1, \tilde{\rho}) \tag{3.44}
\end{align*}
\]

Formulas (3.42)-(3.44) define the functions of the variable \(\tilde{\rho}\) for \(E<k\) and \(E>k\).

Note that in the case \(E<k\) the energy spectrum will be discrete. In order to find the possible values of energy it is necessary to use the condition of finiteness of the functions \(F_{1}\) and \(F_{2}\) when \(\rho \rightarrow \infty\).

We have the following behavior of the hypergeometric functions for \(\rho \gg 1\) (see Ref. 6):
\(M(a, b, \rho) \rightarrow e^{-i \pi a} \frac{\Gamma(b)}{\Gamma(b-a)} \rho^{-a}+\frac{\Gamma(b)}{\Gamma(a)} \rho^{a-b} e^{\rho}\),
from which we can see that \(M(a, b, \rho)\) does not contain the exponentially increasing term if
\[
\begin{equation*}
1 / \Gamma(a)=0 \tag{3.46}
\end{equation*}
\]

Application of this condition to the functions \(F_{1}\) and \(F_{2}\) gives
\[
\begin{equation*}
1 / \Gamma(v-l E / \lambda)=0 \tag{3.47}
\end{equation*}
\]

Since the poles of the gamma function are negative integer numbers and zero, we have at last
\[
\begin{equation*}
v-l E / \lambda=-n \tag{3.48}
\end{equation*}
\]

So the possible values of the energy are
\(E_{n}=k /\left\{(l /(n+v))^{2}+1\right\}^{1 / 2}\).
The solution of the Dirac equation in the diagonal tetrad gauge has the structure
\[
\begin{align*}
\Psi_{\text {Diag }}= & \left(\begin{array}{cc}
\frac{k}{i k_{z}+m} & \binom{\varphi_{1}}{-\varphi_{2}} \\
& \binom{\varphi_{1}}{-\varphi_{2}}
\end{array}\right) \\
& \times \exp \left\{i\left(k_{z} z+m \varphi-E t\right)\right\} . \tag{3.50}
\end{align*}
\]

Now we shall investigate the possibilities for exact solutions of the Dirac equation (3.2) if we separate the variables first with pair separation of \(\mu, \theta\) from \(z, t\), i.e.,
\(\left\{\gamma^{\mu}\left(\frac{\partial_{\mu}}{e^{\mu}}-i A_{\mu}\right)+\gamma^{\theta}\left(\frac{\partial_{\theta}}{e^{\mu}}-i A_{\theta}\right)\right\} \gamma^{z} \gamma^{4} \widetilde{\Psi}=-i k \widetilde{\Psi}\),
\(\left\{\gamma^{2}\left(\partial_{z}-i A_{z}\right)+\gamma^{4}\left(\partial_{t}-i A_{4}\right)\right\} \gamma^{2} \gamma^{4} \widetilde{\Psi}=i k \widetilde{\Psi}\).
Taking into account the standard representation of the Dirac matrices (2.5) we can rewite Eq. (3.51) in the form
\(\left\{i \sigma^{2}\left(\frac{\partial_{\mu}}{e^{\mu}}-i A_{\mu}\right)-i \sigma^{1}\left(\frac{\partial_{\theta}}{e^{\mu}}-i A_{\theta}\right)+k\right\} \Psi_{L}=0\),
\(\left\{-i \sigma^{2}\left(\frac{\partial_{\mu}}{e^{\mu}}-i A_{\mu}\right)+i \sigma^{1}\left(\frac{\partial_{\theta}}{e^{\mu}}-i A_{\theta}\right)+k\right\} \Psi_{2}=0\),
\(\widetilde{\Psi}=\binom{\Psi_{1}}{\Psi_{2}}\),
which leads to
\[
\begin{equation*}
\Psi_{1}=C(z, t) \sigma^{3} \Psi_{2} \tag{3.56}
\end{equation*}
\]

Using the explicit form of the Pauli matrices,
\[
\begin{align*}
\sigma^{1} & =\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma^{2}=\left(\begin{array}{rr}
0 & -i \\
i & 0
\end{array}\right), \\
\sigma^{3} & =\left(\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right), \tag{3.57}
\end{align*}
\]
we have from (3.53)
\(k \varphi_{1}-i\left\{\left(\partial_{\theta} / e^{\mu}-i A_{\theta}\right)+i\left(\partial_{\mu} / e^{\mu}-i A_{\mu}\right)\right\} \varphi_{2}=0\),
\(k \varphi_{2}+i\left\{i\left(\partial_{\mu} / e^{\mu}-i A_{\mu}\right)-\left(\partial_{\theta} / e^{\mu}-i A_{\theta}\right)\right\} \varphi_{1}=0\).
The corresponding equivalent second-order equations take place:
\[
\begin{align*}
& \left\{d_{\rho \rho}^{2}-\left(k_{\theta}+1\right) k_{\theta} / \rho^{2}+d_{\rho} A_{\theta}-A_{\theta}^{2}\right. \\
& \left.\quad-2 k_{\theta} A_{\theta} / \rho+k^{2}\right\} \varphi_{1}=0,  \tag{3.60}\\
& \left\{d_{\rho \rho}^{2}-\left(k_{\theta}-1\right) k_{\theta} / \rho^{2}+d_{\rho} A_{\theta}-A_{\theta}^{2}\right. \\
& \left.\quad-2 k_{\theta} A_{\theta} / \rho+k^{2}\right\} \varphi_{2}=0 . \tag{3.61}
\end{align*}
\]

These equations admit exact solutions for the potentials \(A_{\theta}=C r\) and \(A_{\theta}=C\), where \(C\) is constant.

\section*{C. \(\boldsymbol{A}_{\theta}=C r, C=\) const}

This case corresponds to a constant magnetic field
\[
\begin{equation*}
\mathbf{B}=2 C \hat{e}_{z} \tag{3.62}
\end{equation*}
\]

After the change
\[
\begin{equation*}
\mu=\gamma \rho^{2} \tag{3.63}
\end{equation*}
\]
(3.60) and (3.61) lead to
\[
\begin{gather*}
\left\{\mu \partial_{\mu \mu}^{2}+\frac{1}{2} \partial_{\mu}-\frac{\left(k_{\theta}+1\right) k_{\theta}}{4 \mu}-\frac{C^{2} \mu}{4 \gamma^{2}}\right. \\
\left.\quad+\left(k^{2}-2 k_{\theta} C+C\right)\right\} \varphi_{1}=0  \tag{3.64}\\
\left\{\mu \partial_{\mu \mu}^{2}+\frac{1}{2} \partial_{\mu}-\frac{\left(k_{\theta}-1\right) k_{\theta}}{4 \mu}-\frac{C^{2} \mu}{4 \gamma^{2}}\right. \\
\left.\quad+\left(k^{2}-2 k_{\theta} C-C\right)\right\} \varphi_{2}=0 \tag{3.65}
\end{gather*}
\]

Introducing the new unknown functions
\[
\begin{equation*}
\varphi_{1,2}=e^{\alpha \mu} \mu^{\beta} f_{1,2} \tag{3.66}
\end{equation*}
\]
where \(\alpha\) and \(\beta\) are constants, we find for \(f_{1}\) and \(f_{2}\) the differential equations
\[
\begin{align*}
& \left\{\mu \partial_{\mu \mu}^{2}+\left(\mu\left(2 \alpha+\frac{\beta}{\mu}\right)+\frac{1}{2}\right) \partial_{\mu}\right. \\
& \quad+\mu \alpha^{2}+2 \alpha \beta+\frac{\left(\beta^{2}-\beta\right)}{\mu} \\
& \quad+\frac{\alpha}{2}+\frac{\beta}{2 \mu}+\frac{k^{2}-2 k_{\theta} C+C}{4 \gamma} \\
& \left.\quad-\frac{\left(k_{\theta}+1\right) k_{\theta}}{4 \mu}-\frac{C^{2}}{4 \gamma^{2}} \mu\right\} f_{1}=0,  \tag{3.67}\\
& \left\{\mu \partial_{\mu}^{2}+\left(\mu\left(2 \alpha+\frac{\beta}{\mu}\right)+\frac{1}{2}\right) \partial_{\mu}\right. \\
& \quad+\mu \alpha^{2}+2 \alpha \beta+\frac{\left(\beta^{2}-\beta\right)}{\mu} \\
& \quad+\frac{\alpha}{2}+\frac{\beta}{2 \mu}+\frac{k^{2}-2 k_{\theta} C-C}{4 \gamma}-\frac{\left(k_{\theta}-1\right) k_{\theta}}{4 \mu} \\
& \left.\quad-\frac{C^{2}}{4 \gamma^{2}} \mu\right\} f_{2}=0 . \tag{3.68}
\end{align*}
\]

These equations may be simplified if we set
\[
\begin{align*}
& \dot{\alpha}^{2}-C^{2} / 4 \gamma^{2}=0  \tag{3.69}\\
& \beta\left(\beta-\frac{1}{2}\right)-\left(k_{\theta} \pm 1\right) k_{\theta} / 4=0 \tag{3.70}
\end{align*}
\]
i.e.,
\[
\begin{equation*}
\beta=\left(k_{\theta}+1\right) / 2 \text { or } k_{\theta} / 2 \tag{3.71}
\end{equation*}
\]
and for
\[
\begin{equation*}
C=\gamma, \quad \alpha=\frac{1}{2}, \tag{3.72}
\end{equation*}
\]

Eqs. (3.67) and (3.68) take the form
\[
\begin{align*}
& \left\{\mu \partial_{\mu \mu}^{2}+\left(k_{\theta}+\frac{3}{2}-\mu\right) \partial_{\mu}+\left(k^{2} / 4 \gamma-1\right)\right\} f_{1}=0  \tag{3.73}\\
& \left\{\mu \partial_{\mu \mu}^{2}+\left(k_{\theta}+\frac{1}{2}-\mu\right) \partial_{\mu}+k^{2} / 4 \gamma\right\} f_{2}=0 \tag{3.74}
\end{align*}
\]

These equations admit polynomial solutions under the condition
\[
\begin{equation*}
k^{2} / 4 \gamma=n \tag{3.75}
\end{equation*}
\]

Then, instead of (3.73) and (3.74) we have
\[
\begin{align*}
& \left\{\mu \partial_{\mu \mu}^{2}+(m+1-\mu) \partial_{\mu}+(n-1)\right\} f_{1}=0  \tag{3.76}\\
& \left\{\mu \partial_{\mu \mu}^{2}+(m-\mu) \partial_{\mu}+n\right\} f_{2}=0 \tag{3.77}
\end{align*}
\]
where
\[
\begin{equation*}
m=k_{\theta}+\frac{1}{2} \tag{3.78}
\end{equation*}
\]

The solutions of these equations are the Laguerre polynomials \({ }^{6}\)
\[
\begin{align*}
& f_{1}=c_{1} L_{n-1}^{m}  \tag{3.79}\\
& f_{2}=c_{2} L_{n-1}^{m-1} \tag{3.80}
\end{align*}
\]
where \(c_{1}\) and \(c_{2}\) are constant coefficients.
Substituting (3.79) and (3.80) in (3.76) and (3.77) we have the relation between the coefficients
\[
\begin{equation*}
c_{1} / c_{2}=2 \gamma^{1 / 2} / k \tag{3.81}
\end{equation*}
\]

After a unitary transformation that is the inverse of (3.14), we finally have the expressions of \(\varphi_{1}\) and \(\varphi_{2}\) in the Cartesian tetrad gauge:
\[
\begin{align*}
& \varphi_{1_{\mathrm{cart}}}=e^{-(1 / 2) \mu} \mu^{m / 2}\left(2 \gamma^{1 / 2} / k\right) L_{n-1}^{m}  \tag{3.82}\\
& \varphi_{2_{\mathrm{cart}}}=e^{-(1 / 2) \mu} \mu^{(m-1) / 2} L_{n-1}^{m-1} \tag{3.83}
\end{align*}
\]

\section*{D. \(A_{\theta}=C_{\theta}=\) const}

Now Eqs. (3.60) and (3.61) may be reduced to the form
\[
\begin{align*}
& \left\{\rho^{2} \partial_{\rho \rho}^{2}-\left(k_{\theta}-1\right) k_{\theta}\right. \\
& \left.\quad-\left(C_{\theta}^{2}-k^{2}\right) \rho^{2}-2 k_{\theta} C_{\theta} \rho\right\} \varphi_{1}=0  \tag{3.84}\\
& \left\{\rho^{2} \partial_{\rho \rho}^{2}-\left(k_{\theta}+1\right) k_{\theta}\right. \\
& \left.\quad-\left(C_{\theta}^{2}-k^{2}\right) \rho^{2}-2 k_{\theta} C_{\theta} \rho\right\} \varphi_{2}=0 \tag{3.85}
\end{align*}
\]

After the change
\[
\begin{equation*}
z=\alpha \rho \tag{3.86}
\end{equation*}
\]
we have
\(\left\{\partial_{2 z}^{2}+\left(-\frac{1}{4}+k / z+\left(\frac{1}{4}-\left(k_{\theta}+\frac{1}{2}\right)^{2}\right) / z^{2}\right)\right\} \varphi_{1}=0\),
\(\left\{\partial_{z z}^{2}+\left(-\frac{1}{4}+k / z+\left(\frac{1}{4}+\left(k_{\theta}-\frac{1}{2}\right)^{2}\right) / z^{2}\right)\right\} \varphi_{2}=0\),
where
\(\alpha=2 \sqrt{C_{\theta}^{2}-k^{2}}, \quad k=-2 k_{\theta} C_{\theta} / \alpha ; \quad \mu_{1,2}= \pm\left(k_{\theta}+\frac{1}{2}\right)\).
The solutions of these Whittaker equations are the functions
\[
\begin{equation*}
M_{k, \mu}(z)=e^{-z / 2} z^{1 / 2+\mu} M\left(\frac{1}{2}+\mu-k, 1+2 \mu, z\right) \tag{3.90}
\end{equation*}
\]

Because of (3.87) and (3.88) the parameter \(\mu\) takes two values and therefore we formally have two functions of type (3.90) as the solutions but one of them is singular at \(z=0\).

Note that Eqs. (3.60) and (3.61) are very simple with the potential \(A_{\theta}=C_{\theta}\),
\[
\begin{align*}
& k \varphi_{1}+\left(\partial_{\rho}-\left(k_{\theta} / \rho+C_{\theta}\right)\right) \varphi_{2}=0  \tag{3.91}\\
& k \varphi_{2}=\left(\partial_{\rho}+\left(k_{\theta} / \rho+C_{\theta}\right)\right) \varphi_{1}=0 \tag{3.92}
\end{align*}
\]

According to (3.90) we finally have
\[
\begin{align*}
\varphi_{1}= & a e^{-z / 2} z^{1 / 2}+\mu_{1} M\left(\frac{1}{2}+\mu_{1}-k, 1+2 \mu_{1}, z\right) \\
& +b e^{-z / 2} z^{1 / 2-\mu_{1}} M\left(\frac{1}{2}-\mu_{1}-k, 1-2 \mu_{1}, z\right),  \tag{3.93}\\
\varphi_{2}= & c e^{-z / 2} z^{1 / 2+\mu_{2}} M\left(\frac{1}{2}+\mu_{2}-k, 1+2 \mu_{2}, z\right) \\
& +d e^{-z / 2} z^{1 / 2-\mu_{2}} M\left(\frac{1}{2}-\mu_{2}-k, 1-2 \mu_{2}, z\right), \tag{3.94}
\end{align*}
\]
where
\[
\begin{equation*}
\mu_{1}=k_{\theta}+\frac{1}{2}, \quad \mu_{2}=k_{\theta}-\frac{1}{2} . \tag{3.95}
\end{equation*}
\]

Substituting these solutions into (3.91) and (3.92) we have the relation between the coefficients
\(a / c=k / \alpha\left(2 k_{\theta}+1\right), \quad a / b=k / \alpha\left(2 k_{\theta}-1\right)\).
So instead of (3.93) and (3.94) we have
\[
\begin{align*}
\varphi_{1}= & a e^{-z / 2} z^{k_{\theta}+1} M\left(k_{\theta}+1-k, 2 k_{\theta}+2, z\right) \\
& +b e^{-z / 2} z^{-k_{\theta}} M\left(-k_{\theta}-k,-k_{\theta}, z\right)  \tag{3.97}\\
\varphi_{2}= & (a \alpha / k)\left(2 k_{\theta}+1\right) e^{-z / 2} z^{k_{\theta}} M\left(k_{\theta}-k, 2 k_{\theta}, z\right) \\
& +(b k / \alpha)\left(2 k_{\theta}-1\right)^{-1} e^{-z / 2} z^{1-k_{\theta}} M \\
& \times\left(1-k_{\theta}-k, 2-2 k_{\theta}, z\right) \tag{3.98}
\end{align*}
\]

Note that Eqs. (3.51) and (3.52) are investigated in Ref. 7 with an application to quaternions. But the author only looks into some of the possibilities we consider and he does not deduce the relations between the coefficients of the solutions.

\section*{IV. SOLUTION OF THE DIRAC EQUATION IN PARABOLIC CYLINDRICAL COORDINATES IN THE ABSENCE OF FIELDS}

Here we consider the most complex case of separation of variables in the Dirac equation in the search for an exact solution when Lame's functions depend on two variables even in the diagonal tetrad gauge. The general approach for such cases is proposed in Ref. 1. We consider here only the case of free motion, i.e., we investigate the "free" parabolic cylindrical spinor waves.

The free solutions of wave equations, i.e., in the absence of fields, play an important role both for understanding the nature of the spreading of the waves of different geometric
types in space and for the construction of a theory of interactions. It is well known that the latest aspect is most elegantly achieved by free plane waves interacting locally. It is difficult to accept as truly free waves the well known cylindrical, spherical, and other types of waves because the amplitudes of such waves change with distance. We can, however, talk about a natural damping of divergent spherical or cylindrical waves. But how do we accept the "supernatural" amplification of convergent waves? What is the powerful source that generates them in the infinite distance and forces them to converge along fixed congruences? In this sense if we accept the primitive correspondence "free particle-free wave" and take into account that the free particle moves with constant impulse and energy, i.e, with constant direction and amplitude in the wave sense, we can accept as the only possible truly free wave the de Broglie's wave, which has won respect for its constant "love of freedom."

The free plane, cylindrical, and spherical waves are well known in the literature. \({ }^{8,9}\) Here remembering about the conditional freedom of geometrically complex waves we present the "free" parabolic cylindrical wave, i.e., the free solution of the Dirac equation in the corresponding coordinates.

The Dirac equation in the parabolic cylindrical coordinates
\[
\begin{equation*}
x=\left(\mu^{2}-v^{2}\right) / 2, \quad y=\mu v, \quad z, \quad t \tag{4.1}
\end{equation*}
\]
takes the form
\(\left\{\left(\gamma^{\mu} / h\right) \partial_{\mu}+\left(\gamma^{v} / h\right) \partial_{v}+\gamma^{z} \partial_{z}+\gamma^{4} \partial_{t}+m_{0}\right\} \widetilde{\Psi}=0\),
\(h=\left(\mu^{2}+v^{2}\right)^{1 / 2}\).
As the single Lame's function in (4.1) depends on two variables \(\mu\) and \(v\), it is natural first to fulfill the separations in pairs ( \(\mu, v\) from \(z, t\) ):
\[
\begin{align*}
& \left.\left\{\gamma^{\mu} \partial_{\mu}+\gamma^{\nu} \partial_{\nu}\right) \gamma^{2} \gamma^{4}+i h k\right\} \Phi=0  \tag{4.4}\\
& \left\{\gamma^{4} \partial_{z}+\gamma^{2} \partial_{t}+m_{0} \gamma^{2} \gamma^{4}-i k\right\} \Phi=0 \tag{4.5}
\end{align*}
\]
where \(k\) is the constant of separation.
Writing
\[
\begin{equation*}
\Phi=\binom{\varphi}{\chi}, \quad \varphi=\binom{\varphi_{1}}{\varphi_{2}}, \quad \chi=\binom{\chi_{1}}{\chi_{2}} \tag{4.6}
\end{equation*}
\]
we can find the structure of the bispinor \(\Phi\) and its dependence on the variables \(z\) and \(t\) :
\[
\begin{equation*}
\Phi=\binom{\varphi}{\left\{i \sigma^{3}\left(E-m_{0}\right) /\left(k_{z}-i k\right)\right\} \varphi} e^{i\left(k_{z} z-E t\right)} \tag{4.7}
\end{equation*}
\]

Here \(\Phi\) is a new unknown bispinor connected with \(\Psi\) by the relation
\[
\begin{equation*}
\Phi=\gamma^{z} \gamma^{4} \widetilde{\Psi} \tag{4.8}
\end{equation*}
\]
\(E\) is the energy of the state, \(k_{z}\) is the \(z\) component of the wave vector, and \(\varphi\) depends only on variables \(\mu\) and \(\nu\).

Using the standard representation of the Dirac matrices (2.5) we have from (4.4)
\[
\begin{align*}
& \left(\sigma^{2} \partial_{\mu}-\sigma^{1} \partial_{v}+k h\right) \varphi=0  \tag{4.9}\\
& \left(-\sigma^{2} \partial_{\mu}+\sigma^{1} \partial_{v}+k h\right) \chi=0 \tag{4.10}
\end{align*}
\]

Because of the structure (4.7), Eqs. (4.9) and (4.10) are equivalent and therefore we only consider Eq. (4.9).

The presence of the expression \(h=\left(\mu^{2}+v^{2}\right)^{1 / 2}\) in Eq. (4.9) does not allow us to separate variables immediately in this equation. However, after a similarity transformation by means of the operator
\[
\begin{equation*}
\widehat{S}=(1 / \sqrt{2})\left\{(h+\mu)^{1 / 2}+i \sigma^{3}(h-\mu)^{1 / 2}\right\} \tag{4.11}
\end{equation*}
\]
(see Ref. 1) we have the more simple equation
\(\left\{\left(\sigma^{2} \partial_{\mu}+i k \mu\right)-i\left(\sigma^{2} \partial_{v}-i k v\right)\right\} \zeta=0, \quad \varphi=\widehat{S} \zeta\).
Introducing a new two-component spinor
\[
\begin{equation*}
\zeta=\left\{-i\left(\sigma^{2} \partial_{v}-i k v\right)-\sigma^{3}\left(\sigma^{2} \partial_{\mu}+i k \mu\right)\right\} \xi \tag{4.13}
\end{equation*}
\]
we have the second-order matrix differential equation
\(\left\{\left(\partial_{\mu \mu}^{2}+i \sigma^{2} k+k^{2} \mu^{2}\right)+\left(\partial_{\nu \nu}^{2}-i \sigma^{2} k+k^{2} v^{2}\right)\right\} \xi=0\),
which allows the separation of variables
\[
\begin{align*}
& \left(\partial_{\mu \mu}^{2}+i \sigma^{2} k+k^{2} \mu^{2}\right) \xi=\lambda \xi  \tag{4.15}\\
& \left(\partial_{\nu \nu}^{2}-i \sigma^{2} k+k^{2} v^{2}\right) \xi=-\lambda \xi \tag{4.16}
\end{align*}
\]
where \(\lambda\) is the separation constant.
Now we make a transition to a new representation of Pauli matrices in order that \(\sigma^{2} \rightarrow \sigma^{3}\). It is easy to see that such a transition may be achieved by means of the corresponding unitary transformation
\[
\begin{equation*}
\widehat{U}=(1 / \sqrt{2})\left(1+i \sigma^{1}\right), \quad \hat{U}^{-1} \sigma^{2} U=\sigma^{3} \tag{4.17}
\end{equation*}
\]

Then we have instead of (4.15) and (4.16)
\[
\begin{align*}
& \left(\partial_{\mu \mu}^{2}+i \sigma^{3} k+k^{2} \mu^{2}-\lambda\right) \eta=0  \tag{4.18}\\
& \left(\partial_{v v}^{2}-i \sigma^{3} k+k^{2} v^{2}+\lambda\right) \eta=0 \tag{4.19}
\end{align*}
\]

Because of the separability of the variables \(\mu\) and \(\nu\), we can now write
\[
\begin{equation*}
\eta_{1}=P(\mu) Q(v), \quad \eta_{2}=R(\mu) S(v) \tag{4.20}
\end{equation*}
\]
where the unknown functions satisfy the equations
\[
\begin{align*}
& \left(\partial_{\mu \mu}^{2}+i k-\lambda+k^{2} \mu^{2}\right) P(\mu)=0  \tag{4.21}\\
& \left(\partial_{\mu \mu}^{2}-i k-\lambda+k^{2} \mu^{2}\right) R(\mu)=0  \tag{4.22}\\
& \left(\partial_{v \nu}^{2}-i k+\lambda+k^{2} v^{2}\right) Q(v)=0  \tag{4.23}\\
& \left(\partial_{v v}^{2}+i k+\lambda+k^{2} v^{2}\right) S(v)=0 \tag{4.24}
\end{align*}
\]

The standard solutions of these equations of the parabolic cylinder are well known. \({ }^{6}\)

Taking into account the transformation (4.17) we have a spinor structure
\(\xi=\frac{1}{\sqrt{2}}\left(1-i \sigma^{1}\right)\binom{P Q}{R S}=\frac{1}{\sqrt{2}}\binom{P Q-i R S}{-i P Q+R S}\).
Analogously in correspondence with (4.11) and (4.13) we have
\[
\begin{align*}
\varphi_{1}=\{ & \left\{(h+\mu)^{1 / 2}+i \sigma^{3}(h-\mu)^{1 / 2}\right\}\left\{i\left(Q_{v}-i k Q v\right) P\right. \\
& +i\left(i k R_{\mu}-R \mu\right) S-\left(S_{v}+i k S v\right) R \\
& -\left(P_{\mu}+i k P \mu\right) Q,  \tag{4.26}\\
\varphi_{2}= & \left\{(h+\mu)^{1 / 2}+i \sigma^{3}(h-\mu)^{1 / 2}\right\}\left\{\left(Q_{v}-i k Q v\right) P\right. \\
& +\left(i k R \mu-R_{\mu}\right) S-i\left(S_{v}+i k S v\right) R \\
& -i\left(P_{\mu}+i k P \mu\right) Q, \tag{4.27}
\end{align*}
\]

Finally with (4.7) and (4.8) we obtain the exact solution of Eq. (4.2):
\[
\begin{equation*}
\tilde{\Psi}=\binom{i \frac{E-m}{k_{z}-i k}\binom{\varphi_{1}}{\varphi_{2}}}{i\binom{\varphi_{1}}{\varphi_{2}}} e^{i\left(k_{z^{2}}-E t\right)} \tag{4.28}
\end{equation*}
\]

Regarding the discussion of the exact solution (4.28), i.e., the parabolic cylindrical wave, note that the space dependence of this wave on the \(x\) and \(y\) variables is determined by the equation on the \(\mu\) and \(v\) variables (4.4) separated from \(z\) and \(t\) (4.5). It allows us to affirm that the vector potential of the kind \(A_{4}(z)\) or \(A_{2}(t)\) may be included in the solution (4.28) in a trivial way.

For example, in the case \(A_{4}(z)\), instead of (4.5) we have
\(\left\{\gamma^{4} \partial_{z}+\gamma^{2}\left(\partial_{t}-i A_{4}(z)\right)+m_{0} \gamma^{2} \gamma^{4}\right\} \Phi=i k \Phi\).
Taking into account the stationarity of the state after the similarity transformation
\[
\begin{equation*}
\{H\} \rightarrow \hat{S}^{-1}\{H\} \hat{S}, \quad \eta=\hat{S} \Phi=\binom{\eta_{1}}{\eta_{2}} \tag{4.30}
\end{equation*}
\]
by means of the operator \({ }^{1}\)
\[
\begin{equation*}
S=\frac{1}{2}\left(1-\gamma^{\mu} \gamma^{2}\right)\left(1+i \gamma^{v} \gamma^{4}\right) \tag{4.31}
\end{equation*}
\]
we have the equations
\(\left\{\sigma^{1} \partial_{z}-\sigma^{2}\left(E+A_{4}\right)\right\} \eta_{2}-\left(i \sigma^{3} m_{0}-k\right) \eta_{1}=0\),
\(\left\{\sigma^{1} \partial_{z}-\sigma^{2}\left(E+A_{4}\right)\right\} \eta_{1}-\left(i \sigma^{3} m_{0}-k\right) \eta_{2}=0\).
According to the structure of these equations,
\[
\begin{equation*}
\eta_{1}=\eta_{2}\binom{a(z)}{b(z)} \tag{4.33}
\end{equation*}
\]
where the functions \(a\) and \(b\) in the standard representation of the Pauli matrices satisfy
\[
\begin{align*}
& \left\{\partial_{z}+i\left(E+A_{4}\right)\right\} b(z)-\left(i m_{0}-k\right) a(z)=0  \tag{4.34}\\
& \left\{\partial_{z}-i\left(E+A_{4}\right)\right\} a(z)+\left(i m_{0}+k\right) b(z)=0
\end{align*}
\]

By (4.30) and (4.31) we have
\[
\Phi=\left(\begin{array}{l}
\varphi_{1}(\mu, v)(a+b)  \tag{4.35}\\
\varphi_{2}(\mu, v)(a+b) \\
\varphi_{3}(\mu, v)(a-b) \\
\varphi_{4}(\mu, v)(a-b)
\end{array}\right) e^{-i E t}
\]
where \(\varphi_{1}, \varphi_{2}, \varphi_{3}\), and \(\varphi_{4}\) are components of the bispinor solution of Eq. (4.4).

Analogously, the vector potential \(A_{z}(t)\) may be introduced.

Finally we consider the asymptotic behavior of the solution (4.28) to \(x \rightarrow \infty, y \rightarrow \infty\). Because of (4.1) the conditions \(x \rightarrow \infty, y \rightarrow \infty\) are equivalent to the requirement \(\mu \rightarrow \infty\) for any \(\nu\) (or inversely \(\nu \rightarrow \infty\) for any \(\mu\) ).

According to the relation \({ }^{6}\)
\(M(a, c, z) \sim \frac{\Gamma(c)}{\Gamma(a)} e^{z} z^{(a-c)}+\frac{\Gamma(c)}{\Gamma(c-a)} z^{-a} e^{i \pi a}\),
we find
\[
\begin{equation*}
\varphi \sim e^{i k \rho}\binom{\mu^{i \lambda / 2 k} A+e^{i k \mu^{2}} \mu^{-i \lambda / 2 k} B}{\mu^{i \lambda / 2 k} C+e^{i k \mu^{2}} \mu^{-i \lambda / 2 k} D}, \tag{4.37}
\end{equation*}
\]
where the functions \(A, B, C\), and \(D\) depend only on \(v\) and
\[
\begin{equation*}
\rho=\left(x^{2}+y^{2}\right)^{1 / 2}=\left(\mu^{2}+v^{2}\right) / 2 \tag{4.38}
\end{equation*}
\]

Noting the explicit connection of \(x, y\) with \(\mu, v\) (or, equivalently, with \(\rho\) ), we have
\(\varphi \sim\binom{(x+\rho)^{i \lambda / 4 k} A e^{-i k \rho}+e^{i k x}(x+\rho)^{-i \lambda / 4 k} B}{(x+\rho)^{i \lambda / 4 k} C e^{-i k \rho}+e^{i k x}(x+\rho)^{-i \lambda / 4 k} D}\),
for large \(x\) and \(y\) (or, equivalently, for large \(\rho\) ). Then our solution takes the form of the superposition of free plane and cylindrical waves with amplitude modulation.

\section*{V. DISCUSSION}

The possibilities for the method of separation of variables in the Dirac equation in the presence of vector fields in the search for exact solutions are not exhausted by the solutions considered here. They only demonstrate the usefulness of our method. \({ }^{1}\) Even in the statement of the problem we have other possibilities for exact solutions. These are the solutions in the same geometries and for the same external fields but with other orders of separation of variables. Then we have the natural problem, namely, the problem of the unique solution (Cauchy problem). Note that we have not considered the boundary conditions for our solutions. Only after the introduction of boundary conditions can we select the physical solutions. Note, too, that as the Dirac matrices have the special structure and each Dirac \(4 \times 4\) matrix consists of the \(2 \times 2\) matrices, each component of the Dirac bispinor finally is determined by the second-order differential equation for each variable, whose solution contains two linearly independent functions. So the number of mathematically different solutions will be determined by the number of combinations of different solutions of the equations on the separated variables. The physical solution will be determined by criteria of finiteness, square integrability, boundary conditions, and others.

In any case, we have demonstrated the possibilities for the search for exact solutions of the Dirac equation by means of our method proposed in Ref. 1 for all types of variables, namely, in the "plane" Cartesian coordinates, in the curvilinear cylindrical coordinates, and finally in the exotic parabolic cylindrical coordinates where Lame's function does not separate its variables in the diagonal tetrad gauge.
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The equivariant inverse problem for Yang-Mills-type Euler-Lagrange expressions is solved in the affirmative. This leads to a proof of the uniqueness of the Yang-Mills equations.

\section*{I. INTRODUCTION}

Let \(P(M, G, \pi)\) be a principal fiber bundle with base space \(M\), total space \(P\), and structural group \(G\). Let \(n=\operatorname{dim} M, r=\operatorname{dim} G\). For \(\alpha, \beta\) non-negative integers we define \(V:=T_{\beta}^{\alpha}(L G)\), the space of \(\alpha\) contravariant, \(\beta\) covariant tensors on the Lie algebra \(L G\) of \(G\) and \(\rho: G \rightarrow G L(V)\) by
\[
\begin{equation*}
\rho:=\mathrm{Ad} \otimes \cdots \otimes \mathrm{Ad} \otimes \widetilde{\mathrm{Ad}} \otimes \cdots \otimes \widetilde{\mathrm{Ad}} \tag{1}
\end{equation*}
\]
where
\[
\begin{equation*}
\widehat{\operatorname{Ad}(a)(\eta)(X e):=\eta(\operatorname{Ad}(a)(X e)), ~} \tag{2}
\end{equation*}
\]
and Ad is the adjoint representation of \(G\). Let \(z\) be the local chart around \(e\) in \(G\) given by exp.

A gauge field is a connection form \(w\) on \(P\). If \(U\) is an open set in \(M\) then a gauge is a pair ( \(U, \sigma\) ) where \(\sigma: U \rightarrow P\) is a smooth section of \(\pi\). For a gauge ( \(U, \sigma\) ) let \(\omega_{\sigma}:=\sigma^{*} \omega\). Then \(\omega_{\sigma}\) is an \(L G\)-valued one-form defined on \(U\). If \((x, V)\) is a local chart in \(M\) such that \(U \cap V \neq \varnothing\) then
\[
\omega_{\sigma}=\left(A_{i}^{\alpha} d x^{i}\right) e_{\alpha}
\]
(latin letters run from 1 to \(n\), greek letters run from 1 to \(r\) and we use the summation convention). The \(A_{i}^{\alpha}\) are called the gauge potentials of \(\omega\) associated to \((U, \sigma),(x, V)\), and \(e_{\alpha}\).

If ( \(U, \sigma\) ) and ( \(U^{\prime}, \sigma^{\prime}\) ) are two gauges such that \(\sigma(m)\) \(=\sigma^{\prime}(m)\) for some \(m\) in \(U \cap U^{\prime}\), then there is a smooth function \(\psi: U \cap U^{\prime} \rightarrow G\) such that \(\sigma \cdot \psi=\sigma^{\prime}\) in \(U \cap U^{\prime}\). It is well known that
\[
\begin{equation*}
A_{i}^{\prime \alpha}=\operatorname{Ad}_{\beta}^{\alpha} \circ \psi^{-1} A_{i}^{\beta}+l_{\beta}^{\alpha} \circ \psi \frac{\partial \psi^{\beta}}{\partial x^{i}} \tag{3}
\end{equation*}
\]
where \(\psi^{\beta}:=z^{\beta} \circ \psi ; l_{\beta}^{\alpha} d z^{\beta}\) are the left invariant one-forms generated by the dual basis of \(e_{\alpha}\), and \(\operatorname{Ad}(a) e_{\alpha}\) \(=\operatorname{Ad}_{\alpha}^{\beta}(a) e_{\beta}\).

We say that \(T\) is a gauge tensor field of type ( \(V ; r, s, w\) ) if it gives for every gauge ( \(U, \sigma\) ) a \(V\)-valued relative tensor field \(T_{\sigma}\) of type ( \(r, s, w\) ) defined over \(U\). We say that \(T\) is a gauge tensor field of type ( \(\rho ; r, s, w\) ) if furthermore
\[
\begin{equation*}
T_{\sigma^{\prime}}=\rho\left(\psi^{-1}\right) T_{\sigma} \text { in } U \cap U^{\prime} \tag{4}
\end{equation*}
\]
where \(\rho\) is given by (1).
The coefficients of the curvature form, defined as
\[
\begin{equation*}
F_{i j}^{\alpha}:=A_{j, i}^{\alpha}-A_{i, j}^{\alpha}+C_{\beta \gamma}^{\alpha} A_{i}^{\beta} A_{j}^{\gamma}, \tag{5}
\end{equation*}
\]
where \(C_{\beta \gamma}^{\alpha}\) are the structure constants associated to \(e_{\alpha}\), are the components of a gauge tensor \(F\) of type (Ad; \(0,2,0\) ).

If we have a Lorentz metric \(g_{i j}\) on \(M\), the gauge covariant derivative of \(F\) is defined as
\[
\begin{equation*}
F_{i j \| h}^{\alpha}:=F_{i j, h}^{\alpha}-F_{k j}^{\alpha} \Gamma_{i h}^{k}-F_{i k}^{\alpha} \Gamma_{j h}^{k}+F_{i j} C_{\beta_{\gamma}}^{\alpha} A_{h}^{\beta} \tag{6}
\end{equation*}
\]
where \(\Gamma_{j h}^{k}\) are the Christoffel symbols associated to \(g_{i j}\).
The Yang-Mills equations are
\[
\begin{equation*}
B_{\alpha \beta} F^{\alpha i j}{ }_{\| j}=J_{\beta}^{i}, \tag{7}
\end{equation*}
\]
where \(B_{\alpha \beta}\) are the coefficients of an Ad \(G\)-invariant bilinear symmetric form on \(L G\). They can be obtained through a variational principle as follows. If \(L=L\left(g_{i j} ; A_{i}^{\alpha} ; A_{i, j}^{\alpha}\right)\), then through a variation of \(A_{i}^{\alpha}\) one obtains the Euler-Lagrange equations
\[
\begin{equation*}
E_{\alpha}^{i}(L)=J_{\alpha}^{i} \tag{8}
\end{equation*}
\]
where
\[
\begin{equation*}
E_{\alpha}^{i}(L)=\frac{\partial L}{\partial A_{i}^{\alpha}}-\frac{\partial}{\partial x^{j}}\left(\frac{\partial L}{\partial A_{i, j}^{\alpha}}\right) \tag{9}
\end{equation*}
\]

To allow for possible interaction with a gravitational field, it is of interest to define the energy momentum tensor
\[
\begin{equation*}
T^{i j}=E^{i j}(L)=\frac{\partial L}{\partial g_{i j}} \tag{10}
\end{equation*}
\]

If one chooses \(L\) as
\[
\begin{equation*}
L=B_{\alpha \beta} F^{\alpha i j} F_{i j}^{\beta} \tag{11}
\end{equation*}
\]
then Eq. (8) becomes (7) and Eq. (10) becomes
\[
\begin{equation*}
T^{i j}=B_{\alpha \beta}\left(F_{k}^{\alpha i} F^{\beta j k}-\frac{1}{4} g^{i j} F^{\alpha h k} F_{h k}^{\beta}\right) . \tag{12}
\end{equation*}
\]

The left-hand sides of (7) and (12) are gauge tensors; the same is true for the Lagrangian (11). However, while the gauge invariance (i.e., being a gauge tensor) is mandatory for the field equations, it is not so for the Lagrangian, because in general it has no physical meaning. The equivariant inverse problem \({ }^{1}\) for this particular case could be stated as follows. If \(L\) is a function of the type
\[
\begin{equation*}
L=L\left(g_{i j} ; F_{i j}^{\alpha}\right), \tag{13}
\end{equation*}
\]
such that \(E_{\alpha}^{i}(L)\) and \(E^{i j}(L)\) are gauge tensors, is there a gauge invariant Lagrangian \(\widehat{L}\) such that \(E_{\alpha}^{i}(L)=E_{\alpha}^{i}(\widehat{L})\) and \(E^{i j}(L)=E^{i j}(\widehat{L})\) ? We will prove that this is the case, a
fact that restricts severely the form of the function given by (13). Using this restriction, we will prove that Yang-Mills equations are the only possibility, thereby proving the uniqueness of these equations. It is worthwhile to note that the \(F_{i j}\) satisfy identically the following \({ }^{2}\) :
\[
\begin{equation*}
* F_{i j j}^{\alpha i j}=0 \tag{14}
\end{equation*}
\]

This problem was treated by Horndeski. \({ }^{3} \mathrm{He}\) added the following strong hypothesis about the form of the Lagrangian in flat space-time: that it reduces to \(4 g^{1 / 2} \gamma_{\alpha \beta} F_{i j, j}^{\beta i j}\), where \(\gamma_{\alpha \beta}\) are the components of a symmetric Ad \(G\) invariant bilinear form on \(L G\). This allows him to find the general form of the Lagrangian. We do not assume such a hypothesis.

\section*{II. THE EQUIVARIANT INVERSE PROBLEM}

We will work in a four-dimensional space-time, and we will only assume in this section that \(E^{i j}(L)\) is a gauge tensor. This leads to Theorem 1. Let us denote \(L^{i j}=E^{i j}(L)\) and let us suppose that \(r=\operatorname{dim} G=3\). If we consider \(H^{i h j k}\) given by
\[
\begin{align*}
\sqrt{g} H^{i h j k}= & L^{i j} g^{h k}-L^{i k} g^{h j} \\
& -L^{h j} g^{i k}+L^{h k} g^{i j} \tag{15}
\end{align*}
\]
then it is clear that \(H^{i h j k}\) is skew-symmetric in \(i, h\) and skewsymmetric in \(j, k\). Then, by a previous result \({ }^{4}\) we can write
\[
\begin{align*}
H^{i h j k}= & a_{\alpha \beta}^{\prime} F^{\alpha i h} F^{\beta j k}+b_{\alpha \beta}^{\prime} F^{\alpha i h} * F^{\beta j k} \\
& +c_{\alpha \beta} * F^{\alpha i h} F^{\beta j k}+d_{\alpha \beta} * F^{\alpha i h *} F^{\beta j k} \tag{16}
\end{align*}
\]
where the coefficients are gauge invariant scalar densities and \(1 \leqslant \alpha, \beta \leqslant 3\). Since \(H^{\text {jhik }}=H^{i k j h}\), it follows at once that
\[
\begin{equation*}
a_{\alpha \beta}^{\prime}=a_{\beta \alpha}^{\prime}, \quad b_{\alpha \beta}^{\prime}=c_{\beta \alpha}, \quad d_{\alpha \beta}=d_{\beta \alpha} \tag{17}
\end{equation*}
\]

Replacing in (16) and multiplying by \(g_{h k}\) it follows that
\[
\begin{align*}
(1 / \sqrt{g}) L^{i j}= & a^{\prime} g^{i j}+2 a_{\alpha \beta} F_{k}^{\alpha i} F^{\beta k j} \\
& +b_{\alpha \beta}^{\prime}\left(F_{k}^{\alpha i} F^{\beta j k}+F_{k}^{\alpha j} * F^{\beta i k}\right), \tag{18}
\end{align*}
\]
taking account that
\[
\begin{equation*}
{ }^{*} F_{k}^{\alpha i}{ }_{k}^{*} F^{\beta j k}=-\frac{1}{2} g^{i j} \phi^{\alpha \beta}+F_{k}^{\alpha j} F^{\beta i k}, \tag{19}
\end{equation*}
\]
where
\[
\begin{equation*}
\phi^{\alpha \beta}=F^{\alpha i j} F_{i j}^{\beta} . \tag{20}
\end{equation*}
\]

Decomposing \(b_{\alpha \beta}^{\prime}\) in its symmetrical and skew-symmetrical parts, and taking account that
\[
\begin{equation*}
F_{k}^{\alpha j} * F^{\beta i k}+F_{k}^{\beta j} * F^{\alpha i k}=\frac{1}{2} g^{i j} \psi^{\alpha \beta}, \tag{21}
\end{equation*}
\]
where
\[
\begin{equation*}
\psi^{\alpha \beta}=F^{\alpha i j} * F_{i j}^{\beta} \tag{22}
\end{equation*}
\]
then it follows that
\[
\begin{equation*}
L^{i j}=\sqrt{g}\left\{a g^{i j}+a_{\alpha \beta} T^{\alpha \beta i j}+b_{\alpha \beta} S^{\alpha \beta i j}\right\} \tag{23}
\end{equation*}
\]

We have proved the following lemma.
Lemma 1: If \(L^{i j}=L^{i j}\left(g_{h k} ; F_{h k}^{\alpha}\right)\) is a tensorial concomitant symmetric in \(i, j\), then \(L^{i j}\) has the form (23), where \(a_{\alpha \beta}=a_{\beta \alpha}, b_{\alpha \beta}=-b_{\beta \alpha}\), and \(a, a_{\alpha \beta}\), and \(b_{\alpha \beta}\) are gauge invariant scalars. Also,
\[
\begin{align*}
& T^{\alpha \beta i j}=F_{s}^{\alpha i} F^{\beta s j}+F_{s}^{\alpha j} F^{\beta s i},  \tag{24}\\
& S^{\alpha \beta i j}=F^{\alpha i}{ }_{s} F^{\beta s j}+F_{s}^{\alpha j} * F^{\beta s i} . \tag{25}
\end{align*}
\]

By the way, since (23) is valid for any symmetric tensor \(L^{i j}\), it follows that the ten tensors \(g^{i j}, T^{\alpha \beta i j}\), and \(S^{\alpha \beta i j}\) are linearly independent ( \(1 \leqslant \alpha, \beta \leqslant 3\) ).

By a previous result \({ }^{5}\) it is known that
\[
\begin{align*}
& a=a\left(\phi^{\alpha \beta} ; \psi^{\alpha \beta}\right), \quad a_{\alpha \beta}=a_{\alpha \beta}\left(\phi^{\mu v} ; \psi^{\mu v}\right)  \tag{26}\\
& b_{\alpha \beta}=b_{\alpha \beta}\left(\phi^{\mu v} ; \psi^{\mu v}\right)
\end{align*}
\]
in a dense subset of the set of concomitance variables (i.e., as long as \(F^{1}, F^{2}, F^{3}, * F^{1}, * F^{2}, * F^{3}\) is a linearly independent set; see Refs. 4 and 5), and where \(\phi^{\alpha \beta}\) and \(\psi^{\alpha \beta}\) are given by (20) and (22).

Since \(L^{i j}=\partial L / \partial g_{i j}\), then \(L^{i j ; h k}=L^{h k ; i j}\). In view of (26), this can be written, after some reductions as
\[
\begin{align*}
\left(a_{\alpha \beta}\right. & \left.-2 \frac{\partial a}{\partial \phi^{\alpha \beta}}-\frac{\partial a_{\alpha \beta}}{\partial \psi^{\mu \nu}} \psi^{\mu \nu}\right) T^{\alpha \beta i j} g^{h k}+\left(-a_{\alpha \beta}+2 \frac{\partial a}{\partial \phi^{\alpha \beta}}+\frac{\partial a_{\alpha \beta}}{\partial \psi^{\mu \nu}} \psi^{\mu \nu}\right) T^{\alpha \beta h k} g^{i j} \\
& +2\left(\frac{\partial a_{\alpha \beta}}{\partial \phi^{\mu \nu}}-\frac{\partial a_{\mu \nu}}{\partial \phi^{\alpha \beta}}\right) T^{\alpha \beta i j} T^{\mu \nu h k}+2 \frac{\partial b_{\alpha \beta}}{\partial \phi^{\mu \nu}} S^{\alpha \beta i j} T^{\mu \nu h k}-\frac{\partial b_{\alpha \beta}}{\partial \psi^{\mu \nu}} \psi^{\mu \nu} S^{\alpha \beta i j} g^{h k} \\
& -2 \frac{\partial b_{\alpha \beta}}{\partial \phi^{\mu \nu}} S^{\alpha \beta h k} T^{\mu v i j}+\frac{\partial b_{\alpha \beta}}{\partial \psi^{\mu \nu}} \psi^{\mu \nu} S^{\alpha \beta h k} g^{i j}+b_{\alpha \beta} g^{i h}\left(F_{s}^{\alpha j} * F^{\beta s k}-F^{\alpha k}{ }_{s}^{*} F^{\beta s j}\right) \\
& +b_{\alpha \beta} g^{j h}\left(F_{s}^{\alpha i} * F^{\beta s k}-F_{s}^{\alpha k} * F^{\beta s i}\right)+b_{\alpha \beta} g^{i k}\left(F_{s}^{\alpha j} * F^{\beta s h}-F_{s}^{\alpha h} * F^{\beta s j}\right)+b_{\alpha \beta} g^{j k}\left(F_{s}^{\alpha i} * F^{\beta s h}-F_{s}^{\alpha h} * F^{\beta s i}\right)=0 \tag{27}
\end{align*}
\]

Multiplying (27) by \(g_{j k}\) and \(F_{i h}^{\gamma}\) for an arbitrary \(F_{i h}^{\gamma}\) we obtain
\[
\begin{align*}
& -8 C_{\alpha \beta \mu \nu} \phi^{\alpha \beta \nu \mu \gamma}+8 b_{\alpha \beta \mu \nu}\left(-\psi^{\nu \mu \gamma \alpha \beta}+\psi^{\gamma \mu v \alpha \beta}\right) \\
& \quad-12 b_{\alpha \beta} \psi^{\gamma \alpha \beta}=0 \tag{28}
\end{align*}
\]
where
\[
\begin{aligned}
& C_{\alpha \beta \mu \nu}=\partial a_{\alpha \beta} / \partial \phi^{\mu \nu}-\partial a_{\mu \nu} / \partial \phi^{\alpha \beta} \\
& b_{\alpha \beta \mu \nu}=\partial b_{\alpha \beta} / \partial \phi^{\mu \nu}
\end{aligned}
\]
\[
\begin{aligned}
& \phi^{\alpha \beta v \mu \gamma}=F_{j}^{\alpha i} F_{h}^{\beta j} F_{k}^{v h} F^{\mu k} F_{i}^{\gamma s}, \\
& \psi^{v \mu \gamma \alpha \beta}=F_{j}^{v i} F_{h}^{\mu j} F_{k}^{\gamma h} F_{s}^{\alpha k} F_{i}^{* s},
\end{aligned}
\]
and
\[
\psi^{\gamma \alpha \beta}=F^{\gamma i}{ }_{j} F_{h}^{\alpha j} * F_{i}^{\beta h} .
\]

It is very easy to prove that \(\psi^{\gamma \alpha \beta}\) is skew-symmetric in all of its greek indices. Also, from the definition we have
\[
\begin{equation*}
\psi^{\nu \mu \gamma \alpha \beta}=-\psi^{\alpha \gamma \mu \nu \beta} \tag{29}
\end{equation*}
\]

From (21) it follows easily that
\[
\begin{equation*}
\psi^{\nu \mu \gamma \alpha \beta}=-\psi^{\nu \mu \gamma \beta \alpha}-\frac{1}{2} \phi^{\nu \mu \gamma} \psi^{\alpha \beta} \tag{30}
\end{equation*}
\]
and
\[
\begin{equation*}
\psi^{\nu \mu \gamma \alpha \beta}=-\psi^{\beta \mu \gamma \alpha \nu}-\frac{1}{2} \phi^{\mu \gamma \alpha} \psi^{\nu \beta} . \tag{31}
\end{equation*}
\]

From (30) and (31) it follows that
\[
\begin{align*}
\psi^{\nu \mu \gamma \alpha \beta}= & -\psi^{\alpha \mu \gamma \nu \beta}-\frac{1}{2} \phi^{\mu \gamma \gamma} \psi^{\alpha \beta}+\frac{1}{2} \phi^{\beta \mu \gamma} \psi^{\nu \alpha} \\
& -\frac{1}{2} \phi^{\mu \gamma \alpha} \psi^{\nu \beta} \tag{32}
\end{align*}
\]
and from (7) in Ref. 4 we know that (9) in Ref. 4 is true. Written out in full and using (30) we have
\[
\begin{align*}
\psi^{\gamma \alpha \beta \mu \nu}= & \psi^{\beta \mu \gamma \alpha \nu}+\frac{1}{2} \phi^{\beta \mu \gamma} \psi^{\alpha v}-\frac{1}{8} \psi^{\beta \mu \gamma} \phi^{\alpha v} \\
& -\frac{1}{2} \psi^{\beta \mu \nu} \phi^{\gamma \alpha}-\frac{1}{2} \phi^{\beta \mu \alpha} \psi^{\gamma \nu}, \tag{33}
\end{align*}
\]
where \(\phi^{\beta \mu \gamma}=F^{\beta i}{ }_{j} F^{\mu j}{ }_{h} F_{i}^{\gamma h}\) is skew-symmetric in all of its indices.

It is straightforward to prove that
\[
\begin{align*}
* F^{\alpha i j} F^{\beta h k}= & \frac{1}{2}\left\{\psi^{\alpha \beta}\left(g^{i h} g^{j k}-g^{i k} g^{j h}\right)\right. \\
& +2 F^{\alpha m k *} F^{\beta_{j}} g^{i h}-2 F^{\alpha m h} * F^{\beta j}{ }_{m} g^{i k} \\
& +2 F^{\alpha k m *} F^{\beta_{i}}{ }_{m} g^{j h}-2 F^{\alpha h m *} F^{\beta_{i}}{ }_{m} g^{j k} \\
& \left.+2 F^{\alpha h k} * F^{\beta i j}\right\} . \tag{34}
\end{align*}
\]

Multiplying (34) by \(F_{h k}^{\gamma} F^{\mu l}{ }_{i} F^{v}{ }_{i j}\) we deduce \(\psi^{\nu \mu \gamma \alpha \beta}=\psi^{\mu \gamma \gamma \alpha \beta}+\frac{1}{2} \psi^{\nu \mu \alpha} \phi^{\beta \gamma}-\frac{1}{2} \phi^{\nu \mu \gamma} \psi^{\alpha \beta}\)
\[
\begin{equation*}
-\frac{1}{2} \psi^{\nu \mu \beta} \phi^{\alpha \gamma} . \tag{35}
\end{equation*}
\]

Using (31), (29), (31) again, and (35) it follows that \(b_{\alpha \beta \mu \nu}\left(-\psi^{\nu \mu \gamma \alpha \beta}+\psi^{\gamma \mu \nu \alpha \beta}\right)\)
\[
\begin{equation*}
=b_{\alpha \beta \mu v}\left(\psi^{\mu \gamma \beta} \phi^{\alpha \nu}+\phi^{\gamma \mu \beta} \psi^{\alpha v}\right) . \tag{36}
\end{equation*}
\]

Due to the skew-symmetry of \(\psi^{\mu \gamma \beta}\) and \(\phi^{\mu \gamma \beta}\) it follows that the only terms in (36) that could be different from zero are those that have
\[
\begin{array}{cc}
\mu \neq \gamma \neq \beta \neq \mu, \quad \mu \neq \gamma \neq \alpha \neq \mu,  \tag{37}\\
\nu \neq \gamma \neq \beta \neq v, \quad \nu \neq \gamma \neq \alpha \neq v .
\end{array}
\]

Being \(r=3\) we deduce from (37) that it must be \(\alpha=\beta\), and so all terms in (36) are null because of the skew-symmetry of \(b_{\alpha \beta}\). Then (28) reads
\[
\begin{equation*}
8 C_{\alpha \beta \mu \nu} \phi^{\alpha \beta \nu \mu \gamma}+12 b_{\alpha \beta} \psi^{\gamma \alpha \beta}=0 \tag{38}
\end{equation*}
\]

Since \(F^{\gamma}{ }_{i h}\) was arbitrary, we can differentiate (38) with respect to \(F^{\gamma}{ }_{i h}\) and then multiply by \({ }^{*} F^{\gamma}{ }_{i h}\) to obtain
\[
\begin{equation*}
-8 C_{\alpha \beta \mu \nu} \psi^{\alpha \beta v \mu \gamma}+12 b_{\alpha \beta} \phi^{\gamma \alpha \beta}=0 . \tag{39}
\end{equation*}
\]

Using (33), (30), (31), (30) again, (35), and (29) it follows that
\[
\begin{equation*}
C_{\alpha \beta \mu \nu} \psi^{\alpha \beta \nu \mu \gamma}=\frac{1}{2} C_{\alpha \beta \mu \nu} \psi^{\alpha \mu \gamma} \phi^{\nu \beta}+\frac{1}{2} C_{\alpha \beta \mu \nu} \phi^{\mu \alpha \gamma} \psi^{\beta \nu} \tag{40}
\end{equation*}
\]
and so, repeating the argument that led to (37) we deduce that (39) reads
\[
\begin{align*}
-8 C_{\alpha \beta \mu \nu} \psi^{\alpha \beta \nu \mu \gamma}= & -16\left(C_{1122} \psi^{1122 \gamma}\right. \\
& \left.+C_{1133} \psi^{1133 \gamma}+C_{2233} \psi^{2233 \gamma}\right) \tag{41}
\end{align*}
\]

Similarly, using (7) of Ref. 4 and the identity \(\phi^{\alpha \beta \nu \mu \gamma}\) \(=-\phi^{\mu \nu \beta \alpha \gamma}\) we obtain
\[
\begin{align*}
8 C_{\alpha \beta \mu \nu} \phi^{\alpha \beta v \mu \gamma}= & 16\left(C_{1122} \phi^{1122 \gamma}+C_{1133} \phi^{1133 \gamma}\right. \\
& \left.+C_{2233} \phi^{2233 \gamma}\right) . \tag{42}
\end{align*}
\]

Taking \(\gamma=3\) in (38) and (39), and taking account of (41) and (42) we have the \(2 \times 2\) system,
\[
\begin{align*}
& -16 C_{1122} \phi^{11223}-24 b_{12} \psi^{123}=0  \tag{43}\\
& -16 C_{1122} \psi^{11223}+24 b_{12} \phi^{123}=0 \tag{44}
\end{align*}
\]

By working out an example we see that the determinant of (43) and (44) is not identically zero and so being a polynomial, it is non-null in an open dense set. Then \(b_{12}=0\) everywhere. Similarly, taking \(\gamma=2\), and \(\gamma=1\), we obtain \(b_{13}=b_{23}=0\).

Now, from (27) and from the independence of tensorial products of independent tensors, we deduce
\[
\begin{equation*}
a_{\alpha \beta}-2 \frac{\partial a}{\partial \phi^{\alpha \beta}}-\frac{\partial a_{\alpha \beta}}{\partial \psi^{\mu \nu}} \psi^{\mu \nu}=0 \tag{45}
\end{equation*}
\]
and
\[
\begin{equation*}
\frac{\partial a_{\alpha \beta}}{\partial \phi^{\mu \nu}}-\frac{\partial a_{\mu \nu}}{\partial \phi^{\alpha \beta}}=0 \tag{46}
\end{equation*}
\]

From (46) we deduce that there is a function \(f=f\left(\phi^{\alpha \beta}\right.\); \(\left.\psi^{\alpha \beta}\right)\) such that
\[
\begin{equation*}
a_{\alpha \beta}=\frac{\partial f}{\partial \phi^{\alpha \beta}} \tag{47}
\end{equation*}
\]

From (47), we can write (45) as
\[
\begin{equation*}
\frac{\partial}{\partial \phi^{\alpha \beta}}\left(f-2 a-\frac{\partial f}{\partial \psi^{\mu \nu}} \psi^{\mu \nu}\right)=0 \tag{48}
\end{equation*}
\]
and then we obtain
\[
\begin{equation*}
a=\frac{1}{2}\left(f-\frac{\partial f}{\partial \psi^{\mu \nu}} \psi^{\mu v}\right)+h\left(\psi^{\alpha \beta}\right), \tag{49}
\end{equation*}
\]
for some function \(h\). Substituting everything in (23) we have
\[
\begin{equation*}
L^{i j}=L_{o}^{i j}+\sqrt{g} h\left(\psi^{\alpha \beta}\right) g^{i j} \tag{50}
\end{equation*}
\]
where \(L_{0}=\sqrt{g} f\) is a scalar density.
It is important to note that within the domain of the variables \(\phi^{\alpha \beta}, \psi^{\alpha \beta}\), it is included that \(\psi^{\alpha \beta}=0\) for all \(\alpha, \beta\), even if we take account of our hypothesis that \(F^{1}, F^{2}, F^{3},{ }^{*} F^{1},{ }^{*} F^{2},{ }^{*} F^{3}\) are linearly independent. In fact, it is enough to consider \(\left(g_{i j}\right)=\operatorname{diag}(-1,1,1,1)\) and \(F_{i j}^{1}=\delta_{i}^{1}\) \(\cdot \delta_{j}^{2}-\delta_{i}^{2} \cdot \delta_{j}^{1}, F_{i j}^{2}=\delta_{i}^{1} \cdot \delta_{j}^{3}-\delta_{i}^{3} \cdot \delta_{j}^{1}\), and \(F_{i j}^{3}=\delta_{i}^{1} \cdot \delta_{j}^{4}-\delta_{i}^{4} \cdot \delta_{j}^{1}\).

Now, let \(k\) be the function
\[
\begin{equation*}
k\left(\psi^{\alpha \beta}\right)=h\left(\psi^{\alpha \beta}\right)-h(0)-\frac{\partial h}{\partial \psi^{\alpha \beta}}(0) \cdot \psi^{\alpha \beta}, \tag{51}
\end{equation*}
\]
where \(h\) is given in (49) and (50).
Since \(k(0)=0\) and \(\left(\partial k / \partial \psi^{\alpha \beta}\right)(0)=0\), it is known \({ }^{6}\) that
\[
k\left(\psi^{\alpha \beta}\right)=a_{\mu \nu \epsilon \theta}\left(\psi^{\alpha \beta}\right) \cdot \psi^{\mu \nu} \psi^{\epsilon \theta} .
\]

Then, \(\left(1 / \lambda^{2}\right) k\left(\lambda \psi^{\alpha \beta}\right)=a_{\mu \nu \epsilon \theta}\left(\lambda \psi^{\alpha \beta}\right) \cdot \psi^{\mu \nu} \psi^{\epsilon \theta}\).
Let \(v\) be defined as
\[
v=v\left(\psi^{\alpha \beta}\right)=-\int_{0}^{1} \frac{1}{\lambda^{2}} k\left(\lambda \psi^{\alpha \beta}\right) d \lambda
\]

Then a straightforward computation proves that
\[
k=v-\frac{\partial v}{\partial \psi^{\alpha \beta}} \psi^{\alpha \beta}
\]
and so
\[
\begin{align*}
L^{i j}= & L_{0}^{i j}+(2 \sqrt{g} v)^{i j}+(2 \sqrt{g} h(0))^{i j} \\
& +\sqrt{g} g^{i j} \lambda_{\alpha \beta} \psi^{\alpha \beta} \\
= & L_{1}^{i j}+\sqrt{g} g^{i j} \lambda_{\alpha \beta} \psi^{\alpha \beta} \\
= & L_{1}^{i j}+\left((\ln g) \lambda_{\alpha \beta} \tilde{\psi}^{\alpha \beta}\right)^{i j} . \tag{52}
\end{align*}
\]

Then we have proved the following lemma.
Lemma 2: If \(L^{i j}=L^{i j}\left(g_{h k} ; F_{h k}^{\alpha}\right)\) is a symmetric tensorial concomitant such that \(L^{i j}=E^{i j}(L)=\partial L / \partial g_{i j}\) for a function \(L=L\left(g_{h k} ; F_{h k}^{\alpha}\right)\) (not necessarily a scalar), and if the Lie group is three-dimensional (i.e., \(\alpha=1,2,3\) ), then \(L^{i j}\) has the form (52), where \(L_{1}\) is a scalar density, \(\widetilde{\psi}^{\alpha \beta}=\sqrt{g} \psi^{\alpha \beta}\), and \(\lambda_{\alpha \beta}\) are real numbers.

The result (52) is proved for \(r=\operatorname{dim} G=3\). Let us suppose now that \(r \geqslant 3\), and let AS(4) be
\[
\mathrm{AS}(4)=\left\{A \in R^{4 \times 4}: A=-A^{t}\right\}
\]

Let \(g_{i j}\) be a symmetric matrix in \(R^{4 \times 4}\) of signature ( 1,3 ) and let \(F^{1}, F^{2}, F^{3}\) be elements of \(\mathrm{AS}(4)\) such that \(F^{1}, F^{2}, F^{3},{ }^{*} F^{1},{ }^{*} F^{2},{ }^{*} F^{3}\), be linearly independent. If we denote
\[
\begin{aligned}
A^{\prime}= & \left\{a_{\alpha}\left(g_{i j} ; F_{i j}^{1} ; F_{i j}^{2} ; F_{i j}^{3}\right) F_{h k}^{\alpha}\right. \\
& +b_{\alpha}\left(g_{i j} ; F_{i j}^{1} ; F_{i j}^{2} ; F_{i j}^{3}\right) * F_{h k}^{\alpha}: \\
& \left.1 \leqslant \alpha \leqslant 3, a_{\alpha} \text { and } b_{\alpha} \text { scalar concomitants }\right\},
\end{aligned}
\]
it is obvious that \(A^{\prime} \subset \mathrm{AS}(4)\). Since \(\operatorname{dim} \operatorname{AS}(4)=6\) and the real numbers are examples of scalar concomitants, then it follows easily that \(\operatorname{AS}(4) \subset A^{\prime}\), and so \(\operatorname{AS}(4)=A^{\prime}\).

As a consequence, if \(\left(F_{i j}^{4}\right) \in \mathrm{AS}(4)\) is a fixed but arbitrary skew-symmetric matrix, then there are scalar concomitants \(a_{\alpha}\left(g_{i j} ; F_{i j}^{1} ; F_{i j}^{2} ; F_{i j}^{3}\right)\) and \(b_{\alpha}\left(g_{i j} ; F_{i j}^{1} ; F_{i j}^{2} ; F_{i j}^{3}\right)\) \((1 \leqslant \alpha \leqslant 3)\) such that
\[
\begin{equation*}
F_{i j}^{4}=a_{\alpha} F_{i j}^{\alpha}+b_{\alpha} * F_{i j}^{\alpha} . \tag{53}
\end{equation*}
\]

From (40) it follows at once that
\[
\begin{align*}
& \phi^{\beta 4}=a_{\alpha} \phi^{\alpha \beta}+b_{\alpha} \psi^{\alpha \beta} \quad(1 \leqslant \beta \leqslant 3),  \tag{54}\\
& \phi^{44}=\left(a_{\alpha} a_{\beta}-b_{\alpha} b_{\beta}\right) \phi^{\alpha \beta}+2 a_{\alpha} b_{\beta} \psi^{\alpha \beta},  \tag{55}\\
& \psi^{\beta 4}=a_{\alpha} \psi^{\alpha \beta}-b_{\alpha} \phi^{\alpha \beta} \quad(1 \leqslant \beta \leqslant 3), \tag{56}
\end{align*}
\]
and
\[
\begin{equation*}
\psi^{44}=\left(a_{\alpha} a_{\beta}-b_{\alpha} b_{\beta}\right) \psi^{\alpha \beta}-2 a_{\alpha} b_{\beta} \phi^{\alpha \beta} . \tag{57}
\end{equation*}
\]

If \(a=a\left(g_{i j} ; F_{i j}^{1} ; F_{i j}^{2} ; F_{i j}^{3} ; F_{i j}^{4}\right)\) is a scalar concomitant, then, for \(F^{4}\) fixed, we can write, in a dense subset of the set of concomitance variables
\[
\begin{equation*}
a=a_{F^{4}}\left(\phi^{\alpha \beta} ; \psi^{\alpha \beta}\right) \quad(1 \leqslant \alpha, \beta \leqslant 3), \tag{58}
\end{equation*}
\]
as a consequence of (54)-(57) and Ref. 5. It is clear that
\[
\begin{equation*}
a_{F^{4}}\left(\phi^{\alpha \beta} ; \psi^{\alpha \beta}\right)=a_{\bar{F}^{4}}\left(\phi^{\alpha \beta} ; \psi^{\alpha \beta}\right), \tag{59}
\end{equation*}
\]
where \(\bar{F}^{4}\) is \(F^{4}\) when computed in any other coordinate system.

The relation (59) is valid for the scalar \(a\) appearing in (23) as well as for the scalars \(a_{\alpha \beta}\) and \(b_{\alpha \beta}\) in (23). Then, we
can repeat the proof leading to (50), and so to (52). Thus (52) is valid for all \(r \geqslant 3\).

We deduce from (52) that
\[
\begin{align*}
L & =L_{1}+(\ln g) \lambda_{\alpha \beta} \widetilde{\psi}^{\alpha \beta}+T\left(F_{i j}^{\alpha}\right) \\
& =L_{1}+(\ln g) t\left(\widetilde{\psi}^{\alpha \beta}\right)+T\left(F_{i j}^{\alpha}\right) \quad(1 \leqslant \alpha, \beta \leqslant 3) \tag{60}
\end{align*}
\]

If now we vary \(F^{4}\) then it follows from (60) that
\[
\begin{align*}
& L\left(g_{i j} ; F_{i j}^{1} ; F_{i j}^{2} ; F_{i j}^{3} ; F_{i j}^{4}\right) \\
& \quad=\sqrt{g} f_{F^{4}}\left(\phi^{\alpha \beta} ; \psi^{\alpha \beta}\right)+\sqrt{g}(\ln g) t_{F^{4}}\left(\tilde{\psi}^{\alpha \beta}\right) \\
& \quad+T_{F^{4}}\left(F_{i j}^{\alpha}\right) \quad(1 \leqslant \alpha, \beta \leqslant 3) . \tag{61}
\end{align*}
\]

But we can choose \(f_{F^{4}}\left(\phi^{\alpha \beta} ; \psi^{\alpha \beta}\right)\) such that
\[
f_{F^{+}}\left(\phi^{\alpha \beta} ; \psi^{\alpha \beta}\right)=f_{\bar{F}^{4}}\left(\phi^{\alpha \beta} ; \psi^{\alpha \beta}\right)
\]
because \(f\) is chosen to satisfy
\[
\frac{\partial f}{\partial \phi^{\alpha \beta}}=a_{\alpha \beta_{F^{4}}}=a_{\alpha \beta_{\bar{F}^{*}}},
\]
then \(\sqrt{g} f_{F^{4}}\left(\phi^{\alpha \beta} ; \psi^{\alpha \beta}\right)\) is a scalar density concomitant of \(g_{i j}, F_{i j}^{1}, F_{i j}^{2}, F_{i j}^{3}, F_{i j}^{4}\). Since
\[
h=a-\frac{1}{2}\left(f-\frac{\partial f}{\partial \psi^{\mu \nu}} \psi^{\mu \nu}\right),
\]
then \(h_{F^{4}}=h_{\bar{F}^{4}}\) and so it defines a scalar concomitant of \(g_{i j}, F_{i j}^{i}, F_{i j}^{2}, F_{i j}^{3}, F_{i j}^{4}\).

\section*{Finally,}
\[
t_{F^{4}}\left(\widetilde{\psi}^{\alpha \beta}\right)=\frac{\partial h}{\partial \psi^{\alpha \beta}}(0) \cdot \widetilde{\psi}^{\alpha \beta},
\]
and so
\[
t_{\bar{F}^{4}}\left(\overline{\bar{\psi}}^{\alpha \beta}\right)=B \cdot t_{F^{4}}\left(\tilde{\bar{\psi}}^{\alpha \beta}\right)
\]
where \(B=\operatorname{det}\left(\partial x^{i} / \partial \bar{x}^{j}\right)\). Then it defines a scalar density \(t=t\left(F_{i j}^{1} ; F_{u j}^{2} ; F_{i j}^{3} ; F_{i j}^{4}\right)\). Let us find its form.

From the invariance identities \({ }^{7}\) we have
\[
\begin{align*}
& t_{\alpha \beta}^{i j, h k}\left(\lambda F_{i j}^{1} ; \lambda F_{i j}^{2} ; \lambda F_{i j}^{3} ; \lambda F_{i j}^{4}\right) \\
& \quad=t_{\alpha \beta}^{i j h k}\left(F_{i j}^{1} ; F_{i j}^{2} ; F_{i j}^{3} ; F_{i j}^{4}\right) . \tag{62}
\end{align*}
\]

Since \(\tilde{\psi}^{\alpha \beta}\) can be zero, we can take \(\lim _{\lambda \rightarrow 0}\) in (62) to obtain
\[
\begin{align*}
& t_{\alpha \beta}^{i j ; h k}\left(F_{i j}^{1} ; F_{i j}^{2} ; F_{i j}^{3} ; F_{i j}^{4}\right) \\
& \quad=t_{\alpha \beta}^{i ; h k}(0 ; 0 ; 0 ; 0)=l_{\alpha \beta} \epsilon^{i j h k}, \tag{63}
\end{align*}
\]
where the result follows from Ref. 8 ( \(l_{\alpha \beta}\) are real numbers). Integrating (63) we obtain
\[
\begin{equation*}
t=l_{\alpha \beta} \tilde{\psi}_{\alpha \beta}=l_{\alpha \beta} \epsilon^{i j h k} F_{i j}^{\alpha} F_{h k}^{\beta} \quad(1 \leqslant \alpha, \beta \leqslant 4) . \tag{64}
\end{equation*}
\]

From (61) and the following considerations we deduce
\[
\begin{aligned}
& L\left(g_{i j} ; F_{i j}^{1} ; F_{i j}^{2} ; F_{i}^{3} ; F_{i j}^{4}\right) \\
& \quad=L_{1}\left(g_{i j} ; F_{i j}^{1} ; F_{i j}^{2} ; F_{i j}^{3} ; F_{i j}^{4}\right) \\
& \quad \quad+(\ln g) l_{\alpha \beta} \tilde{\psi}^{\alpha \beta}+T\left(F_{i j}^{\alpha}\right) \quad(1 \leqslant \alpha, \beta \leqslant 4) .
\end{aligned}
\]

Similarly it follows that
\[
\begin{align*}
L\left(g_{i j} ; F_{i j}^{\alpha}\right)= & L_{1}\left(g_{i j} ; F_{i j}^{\alpha}\right)+(\ln g) l_{\alpha \beta} \tilde{\psi}^{\alpha \beta} \\
& +T\left(F_{i j}^{\alpha}\right) \quad(1 \leqslant \alpha, \beta \leqslant r) . \tag{65}
\end{align*}
\]

We have proved the following theorem.
Theorem 1: If \(L\left(g_{i j} ; F_{i j}^{\alpha}\right)\) is such that \(E^{i j}(L)\) is a tensor-
ial density, then \(L\) is given by (65), where \(L_{1}\) is a scalar density and \(l_{\alpha \beta}\) are real numbers.

Remark: It is not difficult to prove that \((\ln g) l_{\alpha \beta} \tilde{\psi}^{\alpha \beta}\) is not equivalent (it does not have the same Euler-Lagrange expressions \(E^{i j}\) ) to any scalar density.

Let us denote \(L_{2}=(\ln g) l_{\alpha \beta} \tilde{\psi}^{\alpha \beta}\). Since \(E_{\alpha}^{i}(L)\) is a gauge invariant tensorial density, then
\(E_{\alpha}^{i}(L)=L_{\alpha \beta}^{i j h k} F_{h k \| j}^{\beta}\).
Differentiating this last equation with respect to \(A_{h, k j}^{\beta}\), it follows that \(L_{\alpha \beta}^{i j h k}+L_{\alpha \beta}^{i k ; h j}\) is tensorial density. But from (65) we deduce
\[
\begin{align*}
& L_{\alpha \beta}^{i j} \cdot h k \\
& L_{\alpha \beta}^{i i ; h j}=  \tag{66}\\
& L_{1}{ }_{\alpha \beta}^{i j, h k}+L_{1} \stackrel{i k \beta}{i k ; j}+L_{2}{ }_{\alpha \beta}^{i j, h k} \\
&+L_{2}{ }_{\alpha \beta \beta}^{i k ; h j}+T_{\alpha \beta}^{i j, h k}+T_{\alpha \beta}^{i k ; h j}
\end{align*}
\]

Now, \(L_{2}{ }_{\alpha}^{i j ; h k}+L_{2}{ }_{\alpha}^{i k ; h j}=0\), as we can see from the definition of \(L_{2}\). Also \(L_{1}{ }_{\alpha \beta}^{i ; h k}+L_{1}{ }_{\alpha}^{i k ; h_{\beta}}\) is a tensorial density because \(L_{1}\) is a scalar density. Then, from (66), \(T_{\alpha \beta}^{i j ; h k}+T_{\alpha \beta}^{i k ; h_{j}}\) is a tensorial density.

To find the contribution of \(T\) to (66) we consider, for each \(\alpha, \beta\) between 1 and \(r\), the scalar density
\[
\begin{equation*}
C_{\alpha \beta}=\left(T_{\alpha \beta}^{i j ; h k}+T_{\alpha \beta}^{i k ; h j}\right) F_{i j}^{r+1} F_{h k}^{r+2} \tag{67}
\end{equation*}
\]
where \(F^{r+1}\) and \(F^{r+2}\) are arbitrary and independent skewsymmetric tensors. We will prove later that
\[
\begin{equation*}
C_{\alpha \beta}=C_{\alpha \beta \gamma \delta} \tilde{\psi}^{\gamma \delta} \tag{68}
\end{equation*}
\]
where \(1 \leqslant \gamma, \delta \leqslant r+2\), and \(C_{\alpha \beta \gamma \delta}\) are real numbers.
Differentiating successively (68) with respect to \(F_{t s}^{r+1}\) and \(F_{l m}^{r+2}\) we obtain
\[
\begin{align*}
& 4 T_{\alpha \beta}^{t s, l m}+T_{\alpha \beta}^{t m ; l s}-T_{\alpha \beta}^{t l ; m s}-T_{\alpha \beta}^{s m ; / t}+T_{\alpha \beta}^{s t, m t} \\
& =C_{\alpha \beta, r+1, r+2} \epsilon^{s s l m} . \tag{69}
\end{align*}
\]

Changing \(m\) with \(t\) in (69) and adding the corresponding equalities, we have
\[
\begin{equation*}
5 T_{\alpha \beta}^{t s, l m}+5 T_{\alpha \beta}^{m s, l t}-T_{\alpha \beta}^{t l_{\alpha} m s}-T_{\alpha \beta \beta}^{m i t s}=0 \tag{70}
\end{equation*}
\]

Changing \(l\) with \(s\) in (70), and comparing (70) with the resulting identity, it follows that
\[
T_{\alpha \beta}^{s, l m}=-T_{\alpha, \beta}^{m s, l t}
\]
and so the contribution of \(T\) to ( 66 ) is null.
It remains to prove (68). In order to achieve this, we proceed as we did to derive (65) from (52) to write
\[
\begin{equation*}
C_{\alpha \beta}=\sqrt{g} G_{\alpha \beta}\left(\phi^{\mu \nu} ; \psi^{\mu \nu}\right) \quad(r \leqslant \mu, \nu \leqslant r+2) \tag{71}
\end{equation*}
\]

Differentiating (71) with respect to \(g_{i j}\) we have
\[
\begin{align*}
0=\frac{\partial C_{\alpha \beta}}{\partial g}= & \frac{1}{2} \sqrt{g} g^{i j}\left(G_{\alpha \beta}-\frac{\partial G_{\alpha \beta}}{\partial \psi^{\mu \nu}} \psi^{\mu \nu}\right) \\
& +\frac{\partial G_{\alpha \beta}}{\partial \phi^{\mu \nu}} T^{\mu v i j} \quad(r \leqslant \mu, \nu \leqslant r+2) . \tag{72}
\end{align*}
\]

Since \(g^{i j}\) and \(T^{\mu v i j}(r \leqslant \mu, \nu \leqslant r+2)\) are linearly independent in a dense subset, it follows from (72) that
\[
G_{\alpha \beta}=\frac{\partial G_{\alpha \beta}}{\partial \psi^{\mu \nu}} \psi^{\mu \nu}, \quad \frac{\partial G_{\alpha \beta}}{\partial \phi^{\mu \nu}}=0
\]
and so
\[
\begin{equation*}
C_{\alpha \beta}=\sqrt{g} G_{\alpha \beta}\left(\psi^{\mu \nu}\right), \tag{73}
\end{equation*}
\]
and
\[
\begin{equation*}
G_{\alpha \beta}\left(\lambda \psi^{\mu v}\right)=\lambda G_{\alpha \beta}\left(\psi^{\mu \nu}\right) \tag{74}
\end{equation*}
\]

Differentiating (74) with respect to \(\lambda\) and making \(\lambda=0\) it follows that
\[
G_{\alpha \beta}\left(\psi^{\mu v}\right)=\frac{\partial G_{\alpha \beta}}{\partial \psi^{\mu v}}(0) \cdot \psi^{\mu v}=C_{\alpha \beta \mu \nu} \psi^{\mu v}
\]
which, together with (73), proves (68).
From the identity following (70) we deduce easily that \(T_{\alpha \beta}^{i ; h k}\) is skew-symmetric in all of its latin indices. Then
\[
\begin{equation*}
T_{\alpha \beta}^{i j, h k}=d_{\alpha \beta} \epsilon^{i j h k} \tag{75}
\end{equation*}
\]

Differentiating (75) with respect to \(F_{r s}^{r}\) we have
\(T_{\alpha \beta, \gamma}^{i j ; h k, r s}=\frac{\partial d_{\alpha \beta}}{\partial F_{r s}^{\gamma}} \epsilon^{i j h k}\).
But the left-hand side of (76) is skew-symmetric in all of its latin indices. Since we are working in a four-dimensional space, then it is null, and so the \(d_{\alpha \beta}\) in (75) are real numbers.

Integrating (75) gives
\[
\begin{equation*}
T=d_{\alpha \beta} \tilde{\psi}^{\alpha \beta}+K_{\alpha}^{i j} F_{i j}^{\alpha}+K \tag{77}
\end{equation*}
\]

Let \(\widehat{K}=K_{\alpha}^{i j} F_{i j}^{\alpha}+K\). We know that \(E_{\alpha}^{i}(L)\) is gauge invariant. Using the replacement theorem of Horndeski \({ }^{9}\) and taking account that \(E_{\alpha}^{i}\left(K_{\beta}^{h j} F_{h j}^{\beta}\right)=2 K_{\beta}^{i j} C_{\theta \alpha}^{\beta} A_{j}^{\theta}\), we have
\[
\begin{align*}
E_{\alpha}^{i}(L)\left(g_{h k} ; 0 ;-\frac{1}{2} F_{h k}^{\gamma}\right)= & E_{\alpha}^{i}(\widehat{L})\left(g_{h k} ; 0 ;-\frac{1}{2} F_{h k}^{\gamma}\right) \\
& +E_{\alpha}^{i}\left(L_{2}\right)\left(g_{h k} ; 0 ;-\frac{1}{2} F_{h k}^{\gamma}\right) \tag{78}
\end{align*}
\]
and so \(E_{\alpha}^{i}\left(L_{2}\right)\) is a tensorial density. We will prove that it is zero. In fact
\[
\begin{align*}
E_{\gamma}^{i}\left(L_{2}\right) & =E_{\gamma}^{i}\left((\ln g) l_{\alpha \beta} \tilde{\psi}^{\alpha \beta}\right) \\
& =(\ln g) E_{\gamma}^{i}\left(l_{\alpha \beta} \tilde{\psi}^{\alpha \beta}\right)+l_{\alpha \beta} \frac{\partial \tilde{\psi}^{\alpha \beta}}{\partial A_{i, j}^{\gamma}} g^{h k} g_{h k, j} \tag{79}
\end{align*}
\]

By making a change of coordinates such that \(\left(g_{i j}\right)=\operatorname{diag}(-1,1,1,1), g_{i j, h}=0\), and \(\operatorname{det}\left(\partial x^{i} / \partial \bar{x}^{j}\right)=1\), it follows from (79) that \(E_{\alpha}^{i}\left(L_{2}\right)=0\). Since \(E_{\alpha}^{i}\left(L_{2}\right)\) is a scalar density, then it is null in every coordinate system. Now, taking a coordinate system where \(g=1\) and \(g^{h k} g_{h k, j} \neq 0\), it follows from (79) and the vanishing of \(E_{a}^{i}\left(L_{2}\right)\) that
\[
\begin{equation*}
l_{\alpha \beta} \frac{\partial \tilde{\psi}^{\alpha \beta}}{\partial A_{i, j}^{\gamma}}=0 \tag{80}
\end{equation*}
\]

Differentiating (80) with respect to \(A_{h, k}^{\theta}\) we have
\(l_{\alpha \beta} \epsilon^{i j h k}=0\),
from where it follows \(l_{\alpha \beta}=0\). Then
\[
\begin{equation*}
L_{2}=0 \tag{81}
\end{equation*}
\]

Using (64) we deduce that \(\widehat{L}\) is a scalar density defined everywhere (the tensorial character follows from the continuity of the invariance identities). Besides
\[
E_{\alpha}^{i}\left(K_{\beta}^{h j} F_{h j}^{\beta}\right)=2 K_{\beta}^{i j} C_{\theta \alpha}^{\beta} A_{j}^{\theta}
\]
is a tensorial density. It follows easily \({ }^{8}\) that it is zero. We have proved then
\[
\begin{equation*}
L=\widehat{L}+\widehat{K} \tag{82}
\end{equation*}
\]
where \(E^{i}(\hat{K})=0, E^{i j}(\hat{K})=0\). Then it follows
\[
\begin{equation*}
E^{i j}(L)=E^{i j}(\widehat{L}), \quad E^{i}(L)=E^{i}(\widehat{L}) \tag{83}
\end{equation*}
\]

But, from (83), \(\hat{L}\) is a scalar density whose Euler-Lagrange expressions are gauge invariant. We deduce \({ }^{10}\) that \(\widehat{L}\) can be replaced by a gauge invariant scalar density without modifying the Euler-Lagrange expressions. This solves in affirmative the equivariant inverse problem for \(L\), and so we have the following theorem.

Theorem 2: If \(L\left(g_{i j} ; F_{i j}^{\alpha}\right)\) is such that \(E^{i j}(L)\) and \(E_{\alpha}^{i}(L)\) are gauge invariant tensorial densities, then there is a gauge invariant scalar density \(\widehat{L}\) such that
\[
E^{i j}(L)=E^{i j}(\hat{L}), \quad E_{\alpha}^{i}(L)=E_{\alpha}^{i}(\hat{L})
\]

\section*{III. THE UNIQUENESS OF THE YANG-MILLS EQUATIONS}

Let \(\hat{L}\) be defined as in Theorem 2. By similarity with (7) and (14), we could claim the field equations to be
\[
\begin{align*}
& \widehat{L}_{\alpha| | j}^{i j}=J_{\alpha}^{i},  \tag{84}\\
& * \widehat{L}_{\alpha| | j}^{i j}=0 . \tag{85}
\end{align*}
\]

Now, Eqs. (85) corresponding to the Yang-Mills internal equations do not depend on the charge and current distribution, and so they should be satisfied identically.

Let \(H_{\alpha}^{i j}={ }^{*} \widehat{L}_{\alpha}^{i j}\), so that \(H_{\alpha| | j}^{i j}=0\).
Since \(H_{\alpha}^{i j}\) is gauge invariant, this can be written as
\[
\begin{equation*}
\frac{\partial H_{\alpha}^{i j}}{\partial F_{h k}^{\beta}} F_{h k \| j}^{\beta}=0 \tag{86}
\end{equation*}
\]

Differentiating (86) with respect to \(A_{k, h j}^{\beta}\) we have
\[
\begin{equation*}
H_{\alpha \beta}^{i j, h k}+H_{\alpha \beta}^{i h ; j k}=0 \tag{87}
\end{equation*}
\]
so that it follows easily that \(H_{\alpha \beta}^{i j h k}\) is skew-symmetric in all of its latin indices, and so
\[
\begin{equation*}
H_{\alpha \beta}^{i ; h k}=\mu_{\alpha \beta} \eta^{i j h k} \tag{88}
\end{equation*}
\]

Differentiating (88) with respect to \(F_{r s}^{\gamma}\) we have
\[
\begin{equation*}
H_{\alpha \beta \gamma}^{i j h k ; r s}=\frac{\partial \mu_{\alpha \beta}}{\partial F_{r s}^{\gamma}} \eta^{i j h k} \tag{89}
\end{equation*}
\]

But
\[
H_{\alpha \beta}^{i j ; h k ; r s}=H_{\alpha \beta}^{i j ; s ; h k}=-H_{\alpha \beta}^{i r, j ; h k},
\]
and so \(H_{\alpha \beta}^{i ; j k, r s}\) is skew-symmetric in all of its latin indices. Since we are working in a four-dimensional space, then \(H_{\alpha \beta}^{i j h k ; r s}=0\) and so \(\partial \mu_{\alpha \beta} / \partial F_{r s}^{\gamma}=0\), which means that \(\mu_{\alpha \beta}\) is a scalar concomitant of \(g_{i j}\) alone. Then \({ }^{11} \mu_{\alpha \beta} / \sqrt{g}\) is a constant for each \(\alpha, \beta\). From (88) we have, integrating
\[
H_{\alpha}^{i j}=\mu_{\alpha \beta}{ }^{*} F^{\beta i j}+\lambda_{\alpha}^{i j}\left(g_{i j}\right)
\]

But \(\lambda_{\alpha}^{i j}=0\) from Ref. 11, so that \(H_{\alpha}^{i j}=\mu_{\alpha \beta}^{*} F^{\beta i j}\), and so
\[
\begin{equation*}
* \widehat{L}_{\alpha}^{i j}=\mu_{\alpha \beta}{ }^{*} F^{\beta i j} \tag{90}
\end{equation*}
\]

Multiplying (90) by \(\eta_{i j h k}\) and then multiplying by \(g^{h r} g^{k s}\) it follows that
\[
\widehat{L}_{\alpha}^{r s}=\mu_{\alpha \beta} F^{\beta r s}
\]
and so, integrating
\[
\widehat{L}=\mu_{\alpha \beta} \phi^{\alpha \beta}+C \sqrt{g}
\]
in which case \(\widehat{L}_{\alpha| | j}^{i j}=\mu_{\alpha \beta} F^{\beta i j}{ }_{\| j}\), which means that \(E_{\alpha}^{i}(\widehat{L})=J_{\alpha}^{i}\) are the usual Yang-Mills equations.
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\begin{abstract}
A one-loop tadpole graph in covariant closed string field theory must generate all inequivalent tori with one puncture. In order to determine the region of integration in moduli space we map the tadpole to a two-sheeted sphere and use the analyticity of the modular parameter with respect to the complex propagator parameter. It is shown that the naive closed string extension of the Witten open string vertex fails to give the correct modular region for this one-loop amplitude.
\end{abstract}

\section*{I. INTRODUCTION AND SUMMARY}

In light cone field theory closed strings interact via a three-point vertex that is the naive extension of the open string three-point vertex. \({ }^{1}\) In covariant field theory open strings interact via a three-point vertex suggested by Witten. \({ }^{2}\) Its naive extension, however, did not appear to be a compelling candidate for a closed string vertex. \({ }^{2}\) Nevertheless it has been studied somewhat. \({ }^{3}\) It was realized that it would not generate completely the modular region for the four-point scattering amplitude \({ }^{4}\) and therefore it would have to be supplemented by an elementary four-point closed string interaction. There are even concrete proposals for such an interaction. \({ }^{5}\)

There is, however, a very simple test that a covariant closed string vertex must pass. When two of the legs of the vertex are contracted with a propagator to give a one-loop tadpole one must generate all inequivalent tori with one puncture. This criterion was advocated in Ref. 6 as the basis for a search for a satisfactory closed string vertex and it was shown that it rules out all vertices based on \(\operatorname{SL}(2, C)\) functions (projective type vertices). For the case of the naive extension of Witten's vertex, which is not projective, qualitative arguments were put forth that it would give the wrong answer for the one-loop tadpole. \({ }^{7}\)

In this paper we discuss the evaluation of one-loop tadpoles. Our motivation for studying this problem in detail is based on the following. The tadpole graph cannot be treated with light-cone type methods because it corresponds to a surface with one puncture, while light-cone graphs correspond to surfaces with at least two punctures. Therefore this is a somewhat novel type of problem, which we have found can be studied quite effectively using the automorphic function of the level-two congruence subgroup \(\Gamma\) (2) of the modular group \(\Gamma\). Given that projective vertices are ruled out \({ }^{6}\) as candidates for closed string vertices, we wished to learn how to deal with nonprojective vertices and this vertex was a prime candidate. As in Ref. 6, we concentrate on finding the region of integration for the modular parameter \(\tau\) describing the torus. The modular parameter \(\tau\) is a function of the complex parameter \(T=t+i \theta\) ( \(t\) is the length and \(\theta\) the twist angle) describing the closed string propagator and knowledge of this function is sufficient to determine if one is getting the correct modular region. Finally, we wished to give quantitative confirmation of the argument of Ref. 7. Indeed, the
naive closed string vertex fails badly in giving the correct modular region for the one-loop tadpole and it does not seem to have any special modular properties. This implies that used in conjunction with the usual closed string propagator, for which \(0 \leqslant t<\infty\) and \(-\pi \leqslant \theta<\pi\), it cannot lead to a completely satisfactory field theory. Perhaps it is possible to use our methods and result to understand possible modifications for the closed string propagator. \({ }^{8}\)

In Sec. II we first discuss issues related to analytic behavior. In a one-loop tadpole, two legs of a given three-point vertex are joined by a propagator specified by the length parameter \(t\) and the twist angle \(\theta\). The modular parameter \(\tau\) of this torus, for a fixed three-point vertex, can only depend on \(t\) and \(\theta\). We argue that \(\tau\) is an analytic function of the complex parameter \(T=t+i \theta\). This fact simplifies enormously the work of finding the region of integration in moduli space, since it is sufficient to work with rectangular tori ( \(\theta=0\) ) to find \(\tau(t)\) and extend this analytically letting \(t \rightarrow T\). Such type of arguments could not be made in lightcone diagrams because the propagator parameters are not independent. Namely, between two interaction points, the length of all tubes must be equal, so that this constraint requires the nonanalytic equation \(\operatorname{Re} T_{1}=\operatorname{Re} T_{2}=\cdots\). In covariant field theory there are no such constraints and one has analytic dependence of the modular parameters on the propagator parameters, which play the role of complex coordinates for moduli space.

We then turn to review the representation of a torus as two sheets joined across two branch cuts, one extending from 0 to 1 and the other from a point \(x\) up to \(\infty\). This standard mathematical presentation has been used in recent string theory works. \({ }^{9}\) Any square torus ( -iT real and positive) can be mapped by a Schwarz-Christoffel transformation into two sheets with cuts running from 0 to 1 , and from \(x\), real and greater than one, to \(\infty\). We verify that for a general torus the same type of Schwarz-Christoffel map works, but \(x\) becomes complex. The only complication that arises is that if one wished to present the fundamental region of the torus as a parallelogram, the cuts between 0 and 1 and \(x\) to \(\infty\) would be curved. This is an illustration of the idea, which will be used in Sec. III, that general tori can be dealt with using mapping functions that are an alytic continuation of the ones used for rectangular tori.

In the two-sheeted construction \(x\) is the modular parameter. For the general case of a torus with a modular param-
eter \(\tau, x\) depends on \(\tau\), in fact \(x(\tau)=\lambda^{-1}(\tau)\), where \(\lambda(\tau)\) is Picard's automorphic function of the modular subgroup \(\Gamma(2) .{ }^{10,11}\) We found the two-sheeted presentation of the torus especially useful, since it was possible to cut the tadpole graph in two pieces and relate via a Schwarz-Christoffel transformation each piece to one sheet. From the relation between \(x\) and \(\tau\) one can see what is the region in the \(x\) plane that corresponds to the fundamental region of the modular group (Fig. 4). Special limits for \(\tau(x)\), necessary for Sec. III, are given for the cases \(x \rightarrow 1\) and \(x \rightarrow \infty\).

In Sec. III we concentrate on the naive closed string vertex and give the Schwarz-Christoffel map of the tadpole ( \(\rho\) plane) into the two-sheeted sphere presentation ( \(z\) plane). The map is interesting in that \(\rho=\int^{2} \phi\), where \(\phi\) is not a meromorphic differential on the torus. It could not have been a meromorphic differential, since given that it should map into a tadpole, which has one external leg, it would have to have a single first-order pole with a nonvanishing residue corresponding to the length parameter. But this is impossible for meromorphic differentials, since the sum of their residues has to equal zero. \({ }^{12}\) The differential we have is a multivalued one, it has two zeroes of order \(+\frac{1}{2}\) and a simple pole (like a square root of a Weierstrass function). We argue that it can be used consistently to perform the conformal mapping.

Our aim is to find \(x(T)\). While, in general, this is very hard to do explicitly, it can be done both for \(T \rightarrow 0\), which corresponds to \(x \rightarrow 1\), and \(T \rightarrow \infty\), which corresponds to \(x \rightarrow \infty\). Comparing with the limits given in Sec. II for \(\tau(x)\), one is able to relate \(T\) and \(\tau\). We find that for \(T \rightarrow 0\) one has that \(\tau \sim T\). This implies that the neighborhood of \(\tau=0\) is covered (see Fig. 10) and since this region contains an infinite number of copies of the modular region we find that the naive closed string vertex fails to give the correct region of moduli space.

In Sec. IV we give some conclusions and discuss how our arguments can be applied to simplify the discussion of four-point closed string scattering.

\section*{II. ANALYTICITY AND TORI AS TWO-SHEETED SPHERES}

\section*{A. Analytic behavior of the modular parameter}

We first wish to argue that the parameters that define the propagator, namely, \(t\) and \(\theta\) form a natural complex parameter \(T=t+i \theta\) and that the modular parameter, which in our case of interest is \(\tau\), is an analytic function of \(T\), namely, we have \(\tau(T)\). A similar situation should hold for higher genus diagrams in covariant closed string field theory, each propagator parameter is an unconstrained complex variable, and the modular parameters must be analytic functions of those parameters.

The process of evaluating a tadpole graph can be set in a formal way, \({ }^{6}\) following the formalism of Ref. 13. As discussed in Sec. V of Ref. 6 for any closed string vertex, one has two local coordinates, \(z_{1}\) and \(z_{2}\), corresponding to the two legs of the tadpole that are to be contracted, and two functions \(h_{1}\left(z_{1}\right)\) and \(h_{2}\left(z_{2}\right)\) that define mappings from the local coordinates to the \(z\) plane, where the strings interact. Figure 1 shows the local coordinates and the images of the unit


FIG. 1. Formulation of the general problem of evaluating a tadpole graph. The process of identification between \(Q\) and \(Q^{\prime}\) is indicated. The \(z_{1}\) and \(z_{2}\) variables are the local coordinates.
circles \(Q_{0}\) under the functions \(h\). A particular torus is built gluing \(Q\) with \(Q^{\prime}\), which is the image of the circle \(Q_{t}\) in the plane \(z_{2}\). The circle \(Q_{t}\) itself is obtained from \(Q_{0}\), via the transformation \(R_{t}(z)=t / z\). Here \(t\) is a complex parameter. It seems fairly clear that the holomorphic differential on the surface will depend on \(t\) but not on \(\bar{t}\), which does not appear anywhere. [A mathematical proof of this would probably use the analytic dependence on \(t\) of the identifying transformation \(T_{i}=h_{2} \circ R_{t} \circ\left(h_{1}\right)^{-1}\) in the \(z\) plane.] It then follows that the modular parameter will only depend on \(t\). But \(t\) is nothing else than the complex propagator parameter in disguise, since the annulus between \(Q_{0}\) and \(Q_{t}\) in the \(z_{2}\) plane corresponds to the tube that joins the two legs of the vertex. The mapping \(\ln z_{2}\) takes the annulus into a cylinder of parameter \(\quad T=\) length \(+i\) twist \(=-\ln t=-\ln |t|\) \(-i \arg (t)\). Since the modular parameter depends only on \(t\), it will depend only on \(T\) and not on \(\bar{T}\).

\section*{B. Tori as two-sheeted spheres}

The mapping that takes a torus into two sheets glued across two cuts is just a Schwarz-Christoffel map. Since this standard presentation for tori is one of the main tools for our work we discuss it next, and illustrate how for tori that involve a twist angle, the same mapping function works if one lets some parameters become complex. The mapping function is nothing else than the integral of the holomorphic differential on the torus. Consider the rectangular torus indicated in Fig. 2. The short sides of length \(\pi\) are glued to each other, and so are the sides of length \(T\). The torus is cut along the line \(A A^{\prime}\) into two pieces, which can be glued together following the pattern indicated by the signs to again form the torus [Fig. 2(b)]. The left piece is mapped into the \(z\) plane via
\[
\begin{equation*}
\rho(z)=N \int_{0}^{z} \frac{d z^{\prime}}{\sqrt{z^{\prime}\left(z^{\prime}-1\right)\left(z^{\prime}-x\right)}} \tag{2.1}
\end{equation*}
\]


FIG. 2. Construction of a square torus (a) as a two-sheeted sphere (c). Here \(x\) is the modular parameter.

Note that the sides that have to be glued to the other half go into the slits from 0 to 1 , and from a parameter \(x\) to \(\infty\). The horizontal sides \(F E\) and \(F^{\prime} E^{\prime}\), which are identified in Fig. 2(b), are effectively glued in Fig. 2(c). The powers of \(\left(-\frac{1}{2}\right)\) in the above equation are there because around \(z_{i}=0,1, x\) one must have \(\rho \approx\left(z-z_{i}\right)^{1 / 2}\). The normalization constant \(N\) is fixed requiring \(\rho(E)=i \pi / 2\), and \(T\) depends only on \(x\) via the relation \(T / 2=\rho(E)-\rho(F)\). The other side of the diagram will be mapped similarly, as shown in the figure, but note that the pattern of signs is automatically inverted as it should, in order to be possible to glue the two surfaces. \({ }^{12}\) This is so because the diagram to the right of Fig. 2(b) has to be rotated by an angle of \(180^{\circ}\) around \(\widetilde{O}\) in order to get a configuration equivalent to the one on the left and therefore be able to use the same mapping function for both.

In order to work with tori that have a twist angle one just lets \(T\) and \(x\) become complex, there is no need to change the mapping function. We illustrate this in Fig. 3. There a complex torus with modular parameter \(\tau=T / 2 \pi=(t+i \theta) /\) \(2 \pi\) is cut again in half. One may think that the SchwarzChristoffel map that takes one of the pieces into the \(z\) plane may even need irrational powers to smooth the corners for arbitrary \(\theta\), but this is wrong. The fact is that in the \(\rho\) plane the total internal angle at point \(E\), which is identified with \(E^{\prime}\), is still \(\pi\) and therefore comparing with the situation in the \(z\) plane where the angle is \(2 \pi\) one sees that the power of \(\left(-\frac{1}{2}\right)\) is still needed. The same holds for point \(F\). Thus the mapping function is the same, the normalization condition is the same, and the only thing that changes is the fact that the relation between \(T\) and \(x\) (which is the same) requires \(x\) complex, given that \(T\) is complex. It should also be noted that the mapping function would not take the straight slits


FIG. 3. Construction of a general torus using two sheets with cuts.
indicated in Fig. 3 into the straight lines joining \(E\) and \(E^{\prime}\) or \(F\) and \(F^{\prime}\). It would produce an equivalent copy of the half torus with curved but identical lines joining \(E\) and \(E^{\prime}\), and \(F\) and \(F^{\prime}\). This is perfectly acceptable. Equally acceptable curved slits shown in dotted lines in the figure could be found that would give straight lines in the \(\rho\) plane. It is interesting to realize how the identification procedure between the slits works in both cases. For the case displayed in Fig. 3, in which we have curved slits in the \(z\) plane, the argument is the same as in the case of the square torus. For the case in which we have straight slits in the \(z\) plane, we notice that \(\rho(z)\) follows a curve that is symmetric around \(O\) between points \(E\) and \(E^{\prime}\) when \(z\) goes around the slit and therefore the previous argument can also be applied to this case.

Any torus can therefore be mapped conformally into two sheets (Riemann spheres) glued across slits cut from 0 to 1 and from a given point \(x\) to \(\infty\). In this rather convenient presentation for tori the modular parameter \(\tau\) for the torus can be calculated as
\[
\begin{align*}
& \tau=\frac{\omega_{2}}{\omega_{1}}, \quad \omega_{2}=\int_{1}^{x} \frac{d z}{y} \\
& \omega_{1}=\int_{0}^{1} \frac{d z}{y}, \quad y^{2}=z(z-1)(z-x) \tag{2.2}
\end{align*}
\]

Here \(d z / y\) is a holomorphic differential in the two-sheeted surface [in fact, the integrand in (2.1)] and the \(\omega\) 's are the integrals of this differential over the cycles of the torus. These integrals are just complete elliptic integrals and \(\tau\), which just depends on \(x\), can therefore be written as
\[
\begin{equation*}
\tau(x)=i\left[K\left(k^{\prime}\right) / K(k)\right] \tag{2.3}
\end{equation*}
\]
where \(K(k)\) is the complete elliptic integral of the first kind (see the Appendix for notation), \(k^{2}=x^{-1}\), and \(k^{\prime}=\sqrt{1-k^{2}}\) is the complementary modulus.

Two simple observations can be made: (i) in the above construction four points were singled out, namely, \(0,1, x\), and \(\infty\); the branches can run between any pair of points and
one still gets conformally the same torus; (ii) for a given value of \(x\) there are five other values of \(x\) that represent the same torus, the six values of \(x\) are obtained when one considers the six \(\operatorname{SL}(2, C)\) transformations that generate the permutations of the points 0,1 , and \(\infty\). These six transformations form a finite group, the \(\Lambda\) group or group of anharmonic ratios \({ }^{10}\) relevant to the problem of the fourpoint scattering in closed string field theory. \({ }^{14}\)

The function \(x(\tau)\) is in fact just \(1 / \lambda(\tau)\), where \(\lambda\) is Pi card's function. Under modular transformations one has
\(x(\tau+1)=1-x(\tau), \quad x(-1 / \tau)=x(\tau) /[x(\tau)-1]\).
The function \(x(\tau)\) is invariant or automorphic under some important transformations of the modular group. One has that
\[
\begin{equation*}
x[(a \tau+2 b) /(2 c \tau+d)]=x(\tau), \quad a d-4 b c=1 \tag{2.5}
\end{equation*}
\]
where \(a, b, c\), and \(d\) are integers. These transformations form a subgroup of the modular group denoted \(\Gamma(2)\), where \(\Gamma(N)\) denotes the level \(N\) principal congruence subgroup of the modular group \(\Gamma\) :
\(\Gamma(N) \equiv\left\{\left.\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma \right\rvert\, a, d \equiv 1 \bmod N ; b, c \equiv 0 \bmod N\right\}\).
Note that \(\Gamma(N)\) is, in fact, a normal subgroup of \(\Gamma\). This implies that the quotient \(\Gamma / \Gamma(2)\) is itself a group. This group is just the \(\Lambda\) group, of six elements. Therefore \(\Gamma\) (2) has index six in \(\Lambda\) and consequently its fundamental region \(\mathscr{F}_{2}\) [Fig. 4(a)] contains six copies of the fundamental region of the modular group \(\mathscr{F}_{0}\). Here \(\mathscr{F}_{2}\) is the region of the upper \(\tau\) plane bounded by the vertical lines \(\tau= \pm 1\) and by two circles of radius \(\frac{1}{2}\) centered at \(\pm \frac{1}{2}\). The subgroup \(\Gamma(2)\) is generated by the transformations
\[
\begin{equation*}
\tau \rightarrow \tau+2, \quad \tau \rightarrow \tau /(1-2 \tau) \tag{2.7}
\end{equation*}
\]
and the effect of the generating transformations on the boundaries of \(\mathscr{F}_{2}\) is indicated in Fig. 4(a). The function \(\lambda(\tau)\) can be expressed in terms of theta functions
\[
\begin{equation*}
\lambda(\tau) \equiv 1 / x(\tau)=\theta_{1}^{4}(0 \mid \tau) / \theta_{3}^{4}(0 \mid \tau) \tag{2.8}
\end{equation*}
\]

Most important for our purposes is that \(\lambda(\tau)\) [and as a consequence \(x(\tau)\) ] maps \(\mathscr{F}_{2}\) onto the Riemann sphere and so is the \(N=2\) analog of the modular invariant \(J(\tau)\). In Fig. 4(b) we indicate how each of the six copies of \(\mathscr{F}_{0}\) that make \(\mathscr{F}_{2}\) is mapped under \(x(\tau)\).

For the study of the tadpole diagram we need to know the behavior of \(x(\tau)\) for special situations. It is possible to obtain asymptotic expressions for \(\tau\) for some regions of \(x\). First consider the case when \(x \rightarrow 1\). Inspection of Fig. 4(b) shows that \(\tau \rightarrow 0\). In this case \(k \rightarrow 1\) and it is possible to expand both integrals using Eqs. (A3) and (A4). The result for \(\tau\) is
\(\tau(x)=-\frac{i \pi}{\ln [(x-1) / 16]}+O\left(\frac{x-1}{\ln (x-1)}\right) \quad(x \rightarrow 1)\).
Note that the above function indeed maps a neighborhood of \(x=1\) into the zero angle wedge at \(\tau=0\), as shown in Figs. 4(a) and 4(b).


FIG. 4. (a) Fundamental region \(\mathscr{F}_{2}\) of \(\Gamma(2)\) represented in the \(\tau\) plane showing the identifying transformations. (b) Image of \(\mathscr{F}_{2}\) under \(x(\tau)=\lambda^{-1}(\tau)\). Here \(\omega=e^{i(\pi / 3)}\), and \(\rho=e^{i(2 \pi / 3)}\).

The other limit of interest arises when \(x \rightarrow \infty\). In this case \(\tau \rightarrow \infty\) and one finds the following expression:
\[
\begin{align*}
\tau(x)= & (i / \pi)\left[\ln (16 x)-1 / 2 x+O\left(x^{-2} \ln x\right)\right] \\
& (x \rightarrow \infty) \tag{2.10}
\end{align*}
\]

\section*{III. THE CONFORMAL MAP}

The aim of this section is to provide the tools for the determination of the region in moduli space covered by the one-loop tadpole diagram using the bilocal, naive extension to closed strings of the vertex that Witten proposed for open string field theory [Fig. 5(a)]. In this vertex, three cylinders representing free propagating closed strings join in a symmetrical way. The total angle at each interacting point is \(3 \pi\). The one-loop tadpole graph we wish to study is shown in Fig. \(5(\mathrm{~b})\). There is one incoming string ( \(C\) ) that splits into two strings at the interaction points \(B, D\) and a closed string propagator pairing these two strings.

To find the region of integration in moduli space, we


FIG. 5. (a) Diagram representing the naive extension of Witten's vertex to closed string field theory. Here I, II, and III represent the three interacting closed strings. Note that \(B\) is one of the two interaction points. The total angle at any interaction point is \(3 \pi\). (b) The one-loop tadpole graph. The intermediate loop parameter is called \(T\). The marked points are in correspondence with the ones in Figs. 6-9. The diagram is cut along the CBADC and \(E O\) lines.
perform a conformal mapping from the Riemann surface for the tadpole [Fig. 5(b)], which is conformally equivalent to a torus with one puncture and to a double-sheeted complex plane with two cuts. The conformal mapping is carried out in three stages. First, we cut the original diagram along a line that contains the two interaction points of the vertex and slices the external propagator along a diameter [line \(C B A D C\) in Fig. 5(b) ]. We also cut along the curve \(E O\) in the loop portion of the diagram and we end up with two pieces. For the moment, we assume there is no twist in the propagator. Each one of the two components of the diagram can be represented as the portion of the complex plane shown in Fig. 6. Segments \(E A\) and \(E^{\prime} A^{\prime}\) are identified in this construction. The other segments of the boundary are glued with the corresponding ones of the symmetrical piece representing the other half of the diagram. The upper half \(w\) plane can be mapped to this region by a Schwarz-Christoffel transformation
\[
\begin{equation*}
\rho(w)=2 N \int_{0}^{w} d w \frac{\left(w^{2}-\beta^{2}\right)^{1 / 2}}{\left(w^{2}-1\right)^{1 / 2}\left(w^{2}-\alpha^{2}\right)^{1 / 2}} \tag{3.1}
\end{equation*}
\]


FIG. 6. Region of the complex plane corresponding to half of the tadpole diagram for the case of zero twist angle.


FIG. 7. The region of the complex \(w\) plane that is mapped by (3.1) to the region of Fig. 6. Because of the symmetry and overall normalization freedom it depends on the position of two points \(\alpha\) and \(\beta\), as shown.

Here \(N\) is a normalization factor. The mirror symmetry of the diagram around the real axis in the \(\rho\) plane (Fig. 6) is realized as a reflection symmetry around the imaginary axis in the upper \(w\) plane (Fig. 7). By virtue of this symmetry, the origin in the \(w\) plane is mapped onto the origin in the \(\rho\) plane and the mapping depends only on two real numbers, \(\alpha\) and \(\beta\). Points \(\pm 1\left(E^{\prime}, E\right)\) are mapped onto points \(\rho=\)干 \(i(\bar{\pi} / 2)\). Points \(\pm \alpha\left(A^{\prime}, A\right)\) are mapped onto points \(\rho=\mp i(\pi / 2)+t / 2\), where \(t\) is the Schwinger parameter of the loop propagator. Since the internal angles at \(E, E^{\prime}, A\), and \(A^{\prime}\) are \(\pi / 2\), the exponent for the factors ( \(w \pm 1\) ) and ( \(w \pm \alpha\) ) is \(\left(-\frac{1}{2}\right)\). Points \(\pm \beta(D, B)\) are mapped onto points \(\mp i(\pi / 4)+t / 2\). The internal angles at \(B\) and \(D\) are \(3 \pi / 2\) and therefore the exponent for the factors \((w \pm \beta)\) is \(\left(+\frac{1}{2}\right)\). The external state \((C)\) is mapped to infinity.

In the next stage, we map the upper half \(w\) plane to the whole complex \(z\) plane using the transformation \(z=w^{2}\). It is useful to define \(x=\alpha^{2}\) and \(y=\beta^{2}\). After performing the same set of operations for each half of the original diagram we end up with two sheets, each one with two cuts on it: one between 0 and 1 and the other from a point \(x\) up to infinity (Fig. 8). From this picture, it is clear that \(y\) plays the role of an auxiliary variable and that \(x\) is the modular parameter. The segments \(E A\) and \(E^{\prime} A^{\prime}\) that had to be identified in the \(w\) plane are effectively glued in the \(z\) plane across the slit that goes from 1 to \(x\). In the final stage, opposite sides of the cuts of the two sheets are identified in order to recover the original Riemann surface. The final expression for the mapping is


FIG. 8. The region of the complex \(z\) plane that is mapped by (3.2) to the region of Fig. 6. Here \(x=\alpha^{2}\) and \(y=\beta^{2}\) are real numbers for the case of zero twist angle.
then given by
\[
\begin{equation*}
\rho(z)=N \int_{0}^{z} d z^{\prime}\left(\frac{\left(z^{\prime}-y\right)}{z^{\prime}\left(z^{\prime}-1\right)\left(z^{\prime}-x\right)}\right)^{1 / 2} \tag{3.2}
\end{equation*}
\]

As we already pointed out in the Introduction, the differential in (3.2) is not meromorphic. To evaluate the integral we have to specify the sign assignments given to the object that is being integrated in each sheet. On the first sheet (Fig. 8), we define the integrand of (3.2) to have opposite signs across a slit that goes from 0 to 1 and across a slit from \(x\) to \(y\). For points beyond \(y\) we assign the same sign to points immediately above and below the cut in the surface. Signs are completely reversed on the second sheet. It is possible to check that with this definition the object that is being integrated in (3.2) is well defined over the double-sheeted plane.

As it is customary, we normalize all closed string widths to \(\pi\). The conditions that we will impose on this map are the following: (a) let the strip width between \(E\) and \(E^{\prime}\) be \(\pi\),
\[
\begin{equation*}
\rho(E)-\rho\left(E^{\prime}\right)=i \pi ; \tag{3.3}
\end{equation*}
\]
(b) let the length of segment \(A E\) be equal to the length of segment \(A^{\prime} E^{\prime}\) and both should equal \(t / 2\), where \(t\) is the internal propagator parameter,
\[
\begin{equation*}
\rho\left(A^{\prime}\right)-\rho\left(E^{\prime}\right)=\rho(A)-\rho(E)=t / 2 \tag{3.4}
\end{equation*}
\]
and (c) let the strip width between \(B\) and \(D\) be \(\pi / 2\),
\[
\begin{equation*}
\rho(B)-\rho(D)=i \pi / 2 \tag{3.5}
\end{equation*}
\]

The overall normalization constant \(N\) can be fixed by considering the limit \(z \rightarrow \infty\). In this case the integral becomes a logarithmic one and application of condition (c) gives \(N=\frac{1}{4}\). Conditions (a) and (b) leave us with two elliptic integrals:
\[
\begin{align*}
& 2 \pi=\int_{0}^{1} d z\left(\frac{(y-z)}{z(1-z)(x-z)}\right)^{1 / 2}  \tag{3.6}\\
& t=\frac{1}{2} \int_{1}^{x} d z\left(\frac{(y-z)}{z(z-1)(x-z)}\right)^{1 / 2} . \tag{3.7}
\end{align*}
\]

The first one determines \(y\) as a function of \(x\) and the second one gives the intermediate time \(t\) as a function of \(x\) and \(y\). Using both conditions we can find \(t\) as a function of \(x\) alone. For the case in which the intermediate loop propagator contains a twist we consider it as being performed before gluing the two matching circumferences of the loop. Half of the total amount of the twist is assigned to each component piece. We may still use the previous technique, provided we extend \(t\) to a complex parameter \(T=t+i \theta\), in which \(t\) is interpreted as before and \(\theta\) is the twist angle that runs between \(-\pi / 2\) and \(\pi / 2\) (Fig. 9). We rely on the analyticity of (3.6) and (3.7) to conclude that these expressions can be extended to the case of complex \(T\), provided \(x\) and \(y\) become complex variables. For later convenience, we notice that (3.6) and (3.7) can be rewritten as (Ref. 15)
\[
\begin{align*}
& 2 \pi=[2 y / \sqrt{x(y-1)}] \Pi\left(\alpha_{2}^{2}, k_{2}\right),  \tag{3.8}\\
& T=[1 / \sqrt{x(y-1)}]\left[-\Pi\left(\alpha_{1}^{2}, k_{1}\right)+y K\left(k_{1}\right)\right] . \tag{3.9}
\end{align*}
\]

Here \(K(k)\) and \(\Pi\left(\alpha^{2}, k\right)\) are complete elliptic integrals of the first and third kind, respectively. The parameters \(k\) (modu-


FIG. 9. Region of the complex plane corresponding to half of the tadpole diagram for the case of complex \(T=t+i \theta\).
lus) and \(\alpha\) are given by
\[
\begin{align*}
& k_{1}^{2}=(x-1) y /(y-1) x, \quad k_{2}^{2}=1-k_{1}^{2}, \\
& \alpha_{1}^{2}=(x-1) / x, \quad \alpha_{2}^{2}=1 /(1-y) . \tag{3.10}
\end{align*}
\]

It is worthwhile to realize \({ }^{16}\) that there is an expected symmetry in expressions (3.6) and (3.7). In order to see this, consider again Fig. 1. It is clear that the answer for the tadpole amplitude should be independent of an arbitrary rotation of the circles \(Q_{0}\) or \(Q_{t}\) around the origin by any integer multiple of \(2 \pi\). According to the interpretation of the propagator parameter \(T=t+i \theta\), given in Sec. II, a full rotation of the circles results, in our conventions, in a shift of \(T\) to \(T \pm i \pi\). Under this operation, we should get the same torus up to a disconnected diffeomorphism. It can be verified that when \(x \rightarrow 1-x\) and \(y \rightarrow 1-y\), (3.6) is invariant and (3.7) shifts according to \(T \rightarrow T \pm i \pi\) [this requires a short calculation using the invariance of (3.6)]. But \(x \rightarrow 1-x\) corresponds to \(\tau \rightarrow 1 \pm \tau\) [Eq. (2.4)] and indeed we recover the same torus up to one of the generators of the modular group.

The region of integration in moduli space: Our strategy for determining the region of moduli space covered by the diagram consists in finding the limit curve in the \(\tau\) plane, namely, the boundary of the region in moduli space. To do so, we consider the boundary of the region \(\mathscr{R}_{T}\) in the \(T\) plane, defined as the semi-infinite rectangle that satisfies \(\operatorname{Re}(T) \geqslant 0\) and \(-\pi / 2 \leqslant \operatorname{Im}(T) \leqslant \pi / 2\). This region represents the standard free propagator. Our calculation of \(x(T)\) implies that we know \(\tau(T)\). The limit curve is the image of the boundary of \(\mathscr{R}_{T}\) in the \(\tau\) plane under this map. Knowledge of this curve is enough to determine if the diagram reproduces or not the correct integration region in moduli space. In order to gain some understanding of the mapping, it is useful to consider some special limits in which analytic forms can be found for the previous expressions.

First we would like to consider the limiting case defined by \(x \rightarrow \infty\) and \(y \rightarrow \infty\). For simplicity we consider the case of real \(x\) and \(y\) and then we extend the results by analyticity. We look for an approximation to the integral (3.6) for the case in which both \(x\) and \(y\) are real and large. Since \(x<y\), if \(x \rightarrow \infty\) we get the condition \(y=4 x+O\) (1), in order that (3.6) be true to lowest order in \(x^{-1}\). It is possible to obtain the follow-
ing asymptotic relations, as it is shown in the Appendix:
\[
\begin{align*}
& y=4 x-\frac{3}{2}-\frac{39}{128}(1 / x)+O\left(x^{-2}\right)  \tag{3.11}\\
& T(x)=\ln x+\frac{3}{2} \ln \left(\frac{16}{3}\right)+O\left(x^{-1}\right) \tag{3.12}
\end{align*}
\]

Using (2.10), we see that in this limit \(T(x)\) and \(\tau(x)\) are similar and to leading order we have a linear dependence,
\[
\begin{equation*}
T(x)=-i \pi \tau(x) \quad(x \rightarrow \infty) \tag{3.13a}
\end{equation*}
\]
which implies
\[
\begin{equation*}
\tau=(i / \pi) T \quad(T \rightarrow \infty) \tag{3.13b}
\end{equation*}
\]

Subsequent terms do not follow this relation. This is the expected result since the region that we are considering corresponds to the case of both \(\operatorname{Re}(T)\) and \(\operatorname{Im}(\tau)\) large. In this region, the mapping that relates \(T\) and \(\tau\) is the mapping between two strips and therefore it should be of the form (3.13b). From a physical point of view, it is clear that in this limit the length of the intermediate tube is very large and so \(T\) is essentially the modular parameter independently of the details of the gluing at the end points of the tube.

The second limit we will consider is given by \(x \rightarrow 1\), which corresponds to small intermediate times and is characterized by \(\alpha_{1} \rightarrow 0\) and \(k_{1} \rightarrow 0\). Note that if \(x \rightarrow 1\) then \(y \rightarrow 1\), in order that (3.6) remains infinite. By using the asymptotic expansion for \(\Pi\left(\alpha^{2}, k\right)\), given in the Appendix, and setting \(x=1+\epsilon\), where \(\epsilon\) is small, (3.8) gives
\[
\begin{align*}
\epsilon= & 16 \frac{(y-1)}{y} \exp \left[-\frac{2}{\sqrt{y-1}}\left(\pi-\tan ^{-1} \frac{1}{\sqrt{y-1}}\right)\right. \\
& \left.+O\left(\frac{\epsilon}{(y-1)^{2}}\right)\right]+O\left(\epsilon^{2}\right) \tag{3.14}
\end{align*}
\]

In the limit \(\epsilon \rightarrow 0\), we can invert the above relation to get
\[
\begin{equation*}
y(x)=1+\pi^{2} / \ln ^{2}(x-1)+O\left(\ln ^{-3}(x-1)\right) \tag{3.15}
\end{equation*}
\]

The time integral can be evaluated in a similar fashion, using expansions for the elliptic integrals given in the Appendix. [We notice that \(\alpha_{1}^{2}=O(\epsilon)\) while \(k_{1}^{2}=O\left(\epsilon \ln ^{2} \epsilon\right)\).] The result is
\[
\begin{align*}
T= & \frac{\pi}{2} \sqrt{y-1}+\epsilon \frac{\pi}{4}\left(\frac{1}{2} \frac{2-y}{\sqrt{y-1}}-1\right) \\
& +O\left(\epsilon^{2} \ln ^{4} \epsilon\right) \tag{3.16}
\end{align*}
\]

Note that \(T\) can also be written in terms of \(x\) by replacing (3.15) in (3.16):
\(T(x)=-\left(\pi^{2} / 2\right)[1 / \ln (x-1)]+O((x-1) \ln (x-1))\).

Recalling (2.9) we observe that in this limit there is also a linear relation between the leading-order terms of \(T(x)\) and \(\tau(x)\), given by
\[
\begin{equation*}
T(x)=-i(\pi / 2) \tau(x) \quad(x \rightarrow 1) \tag{3.18a}
\end{equation*}
\]
and therefore
\[
\begin{equation*}
\tau=i(2 / \pi) T \quad(T \rightarrow 0) \tag{3.18b}
\end{equation*}
\]

This last property implies that the modular region will be covered an infinite number of times. This can be seen from the fact that as \(T \rightarrow 0\), the part of the neighborhood of \(T=0\) that is in \(\mathscr{R}_{T}\) will be mapped under (3.18b) into a similar neighborhood around \(\tau=0\), as shown in the bottom portion


FIG. 10. Qualitative picture of the modular region covered by the one-loop tadpole graph.
of Fig. 10. Such a neighborhood contains an infinite number of copies of the modular region. We see that the vertex fails in providing a finite number of coverings because it does not reproduce the familiar wedge around \(\tau=0\) shown in Fig. 4(a).

For completeness, we now discuss briefly how to obtain a qualitative picture of the limit curve in the \(\tau\) plane. The interesting part of this curve is the image of \(T=i \theta\) in the \(\tau\) plane. We wish to find the value \(\tau_{0}\) of the modular parameter for \(T=i(\pi / 2)\) (see Fig. 10). For \(x\) of the form \(x=\frac{1}{2}+i \operatorname{Im}(x), y\) is of the form \(y=\frac{1}{2}+i \operatorname{Im}(y)\), as can be verified using Eq. (3.6), and \(\tau\) is of the form \(\tau=-\frac{1}{2}+i \operatorname{Im}(\tau)\) (Fig. 4). Equation (3.7) and the values of \(x\) and \(y\) imply that \(T\) is of the form \(T=i(\pi / 2)+\operatorname{Im}(T)\). The actual value of \(\operatorname{Im}(T)\) for a given \(x\) can be found by solving Eqs. (3.6) and (3.7) numerically. We find that \(\operatorname{Im}(x)=0.103\) and \(\operatorname{Im}(y)=1.382\) correspond to \(\operatorname{Im}(T)=0\) and therefore to \(T=i(\pi / 2)\). The corresponding value of \(\tau_{0}\) lies on the segment that separates region \(S_{4}\) from \(S_{6}\) with \(\frac{1}{2}<\operatorname{Im}\left(\tau_{0}\right)<\sqrt{3} / 2\) (Fig. 4). Given (3.18b), we know \(T\) for small values of \(\tau\), and therefore a continuous line starting at \(\tau=0\) and ending at \(\tau=\tau_{0}\) must join all points corresponding to purely instantaneous twists \(T=i \theta\) (Fig. 10). We observe that the curve does not appear to have any special modular properties and that the modular region is covered an infinite number of times.

\section*{IV. CONCLUSIONS}

The method developed here for the determination of the limit curve in moduli space is quite general and may be applied to test other types of vertices. It is based on the representation of tori as two-sheeted spheres and the analyticity of
the modular parameter with respect to the closed string propagator parameter.

As this paper has further confirmed, the naive closed string vertex is not a satisfactory vertex for covariant closed string field theory. It has been shown that it fails in giving the correct region of integration in moduli space for the one-loop tadpole. The reason for this failure is the infinite covering of the modular region that arises for very short intermediate times. This behavior can be traced back to the fact that in this vertex the interacting strings overlap too much. A condition that must be fulfilled by a given vertex, in order to achieve a finite number of coverings, is that it should be able to map the neighborhood of \(T=0\), which is in \(\mathscr{R}_{T}\) to the familiar wedge around \(\tau=0\) in the modular plane. In fact, it is possible to obtain such behavior, as it is shown in Ref. 17. In view of the failure of the naive vertex in producing the correct answer for the tadpole problem, one may still consider some unlikely ways out. One possibility, suggested in Ref. 18, is that the quantization of covarient closed string field theory may not be straightforward and the tree-level Feynman rules need to be modified at the loop level. Another possibility is that even though this vertex fails in providing the right answer for surfaces with one puncture, it may still be capable of producing the correct answer for surfaces with two punctures or more.

Our method of analysis of closed string amplitudes by considering their behavior for real values of the closed string propagator parameter can be applied to the problem of four particle scattering in covariant closed string field theory. In fact, the open string results of Ref. 19 could be used as follows to verify that the closed string extension does not work. \({ }^{4}\) Such results define a function \(\lambda(t)\), which gives the \(\mathrm{SL}(2, C)\) invariant cross ratio as a function of the intermediate open string propagator parameter. For closed strings, one continues analytically, letting \(t \rightarrow T\). As argued repeatedly in Ref. 17 we, in fact, know what \(\lambda(T)\) would be. In order to get the complete region of integration \(\lambda(T)\) must equal \(\hat{\lambda}(T)\), where \(\hat{\lambda}\) is a map from \(\mathscr{R}_{T}\) into two copies of the fundamental region of the \(\Lambda\) group. \({ }^{14}\) It is possible to decide whether or not \(\lambda=\hat{\lambda}\) by considering their behavior on the real axis.
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\section*{APPENDIX}

\section*{1. Notation and definitions}

Here we give the definition of the complete elliptic integrals according to Ref. 15. The complete elliptic integral of the first kind is defined as
\(K(k) \equiv \int_{0}^{1} \frac{d t}{\sqrt{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)}}=\int_{0}^{\pi / 2} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}}\),
whereas the complete elliptic integral of the third kind is defined as
\[
\begin{align*}
\Pi\left(\alpha^{2}, k\right) & \equiv \int_{0}^{1} \frac{d t}{\left(1-\alpha^{2} t^{2}\right) \sqrt{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)}} \\
& =\int_{0}^{\pi / 2} \frac{d \theta}{\left(1-\alpha^{2} \sin ^{2} \theta\right) \sqrt{1-k^{2} \sin ^{2} \theta}} \tag{A2}
\end{align*}
\]

Here \(\alpha^{2} \neq 1\). In both cases \(k\) is any complex number known as the modulus.

\section*{2. Useful expansions for the elliptic integrals}

The following expansions for the elliptic integrals of the first and third kind are quoted from Ref. 15. For the elliptic integrals of the first kind,
\[
\begin{align*}
K(k)= & \ln \left(\frac{4}{k^{\prime}}\right)+\frac{1}{4}\left[\ln \left(\frac{4}{k^{\prime}}\right)-1\right] k^{\prime 2} \\
& +\frac{9}{64}\left[\ln \left(\frac{4}{k^{\prime}}\right)-\frac{7}{6}\right] k^{\prime 4}+\cdots \quad\left(k^{\prime} \rightarrow 0\right)  \tag{A3}\\
K(k)= & (\pi / 2)\left[1+\frac{1}{4} k^{2}+\frac{9}{64} k^{4}+\cdots\right] \quad(k \rightarrow 0) \tag{A4}
\end{align*}
\]

For the elliptic integrals of the third kind,
\(\Pi\left(\alpha^{2}, k\right)=(\pi / 2)\left(1+\frac{1}{2} \alpha^{2}+\frac{1}{4} k^{2}+\cdots\right) \quad(k, \alpha \rightarrow 0)\),
\[
\begin{align*}
\Pi\left(\alpha^{2}, k\right)= & {\left[1 /\left(1-\alpha^{2}\right)\right]\left[\ln \left(4 / k^{\prime}\right)\right.}  \tag{A5}\\
& \left.+\sqrt{-\alpha^{2}} \tan ^{-1}\left(\sqrt{-\alpha^{2}}\right)\right]+O\left(k^{\prime 2}\right) \tag{A6}
\end{align*}
\]

The last expression is valid for \(k^{2}<1\) and \(-\alpha^{2}>0\). In all cases \(k^{\prime}=\sqrt{1-k^{2}}\) is the complementary modulus.

\section*{3. Calculation of asymptotic expressions of relevant elliptic integrals}

We look for an approximation to the integral (3.6) for the case in which both \(x\) and \(y\) are real and large,
\[
\begin{equation*}
\int_{0}^{1} d z\left(\frac{(y-z)}{z(1-z)(x-z)}\right)^{1 / 2}=2 \pi \tag{A7}
\end{equation*}
\]

If \(x \rightarrow \infty\), we get the condition \(y=4 x+O(1)\), in order that (A7) be true to lowest order in \(x^{-1}\). Next we set
\[
y=4 x+\xi(x)
\]
where
\[
\xi(x)=a_{0}+a_{1} / x+a_{2} / x^{2}+\cdots
\]

Expanding the integrand, we find
\[
\begin{aligned}
\left(\frac{y-z}{x-z}\right)^{1 / 2}= & 2\left\{1+\frac{1}{8 x}\left(a_{0}+3 z\right)+\frac{1}{8 x^{2}}\right. \\
& \left.\times\left[\left(a_{1}-\frac{a_{0}^{2}}{16}\right)+\frac{5}{8} a_{0} z+\frac{39}{16} z^{2}\right]\right\} \\
& +O\left(x^{-3}\right)
\end{aligned}
\]

Replacing in (A7) we get
\[
2 \pi+(1 / x) I_{1}+\left(1 / x^{2}\right) I_{2}+O\left(x^{-3}\right)=2 \pi
\]
where
\(I_{1}=\frac{1}{4} \int_{0}^{1} \frac{d z}{\sqrt{z(1-z)}}\left(a_{0}+3 z\right)\),
\(I_{2}=\frac{1}{4} \int_{0}^{1} \frac{d z}{\sqrt{z(1-z)}}\left[\left(a_{1}-\frac{a_{0}^{2}}{16}\right)+\frac{5}{8} a_{0} z+\frac{39}{16} z^{2}\right]\).

In order to evaluate the time integral (3.7) it is convenient to define
\[
\begin{equation*}
t(x, u)=\frac{1}{2} \int_{1}^{x} d z\left(\frac{(u-z)}{z(z-1)(x-z)}\right)^{1 / 2} \tag{A9}
\end{equation*}
\]
so that
\[
\begin{equation*}
t(x, y)=t(x, x)+\int_{x}^{y} d u \frac{d t(x, u)}{d u} \tag{A10}
\end{equation*}
\]

Here
\[
\begin{align*}
& t(x, x)=\frac{1}{2} \int_{1}^{x} \frac{d z}{\sqrt{z(z-1)}}=\frac{1}{2} \ln 4 x+O\left(x^{-1}\right)  \tag{A11}\\
& \frac{d t(x, u)}{d u}=\frac{1}{4} \int_{1}^{x} \frac{d z}{\sqrt{z(z-1)(x-z)(u-z)}} \\
& \tag{A12}
\end{align*}
\]
where
\[
\begin{equation*}
k^{2}=(x-1) u /(u-1) x . \tag{A13}
\end{equation*}
\]

We consider \(x<u<y\). When \(x\) and \(y\) are large \(k^{2} \rightarrow 1\) and \(k^{\prime 2} \rightarrow 0\), so that we can use (A3) in (A12) and replace this
result for the integrand in (A10). Carrying out the integration in (A10) we obtain the desired result (3.12).
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\begin{abstract}
Relations are exploited among Clebsch-Gordan (CG) and Racah coefficients in the algebra \(\mathrm{su}_{q}(2)\), known as a deformation of \(\mathrm{su}(2)\). These are used to show that the Yang-Baxter (YB) relation for the IRF (interaction round a face) model results from one of the symmetry relations for the \(9-j\) symbol specific to \(\mathrm{su}_{q}(2)\), and that in an asymptotic limit this YB relation becomes the YB relation for the two-dimensional vertex model. The Racah coefficient, which has a particularly simple dependence on \(q\), is efficiently used such that an asymptotic limit of the Racah coefficient is the CG coefficient and another limit gives the factorized \(S\) matrix of the vertex model.
\end{abstract}

\section*{I. INTRODUCTION}

The quantum theory of angular momentum, i.e., the algebra su (2), has been widely used in many branches of physics. \({ }^{1-5}\) In recent years, extensive studies on Yang-Baxter (YB) relations \({ }^{6,7}\) (sufficient conditions to yield commuting transfer matrices specific to exactly solvable models) have inspired generalization of Lie groups, called quantum deformations of the Lie groups. \({ }^{8-11}\) In particular, the generalized algebra of \(\mathrm{su}(2)\), called the algebra \(\mathrm{su}_{q}(2),{ }^{8-13}\) has become of great importance in studies of the braid group, \({ }^{14,15}\) sixvertex algebra, \({ }^{16}\) etc.

The Clebsch-Gordan (CG) and the Racah coefficients, which play central roles in the theory of angular momentum, were generalized in terms of \(q\) analogs by Askey and Wilson. \({ }^{17}\) Recently, these \(q\) analogs have been identified as the CG and Racah coefficients of the algebra \(\mathrm{su}_{q}\) (2). Kirillov and Reshetikhin \({ }^{13}\) have discussed relations among these coefficients and the YB relations. The present author \({ }^{18}\) has pointed out that a known relation among Racah coefficients, which describes one of the symmetry relations for the \(9-j\) (or, generally, the \(12-j\) ) symbol, is a kind of YB relation for the IRF (interaction round a face) model \({ }^{7}\) even in the framework of su(2).

The aim of this paper is to present some new relations among the CG and the Racah coefficients of the algebra \(\mathrm{su}_{q}\) (2) and to obtain YB relations in terms of these coefficients. One of our devices lies in expressing the CG coefficient as an asymptotic form of the Racah coefficient: The corresponding relationship in su(2) was given by Biedenharn. \({ }^{19}\) This provides efficient manipulation that circumvents the very involved expression of the CG coefficient in \(\mathrm{su}_{q}(2)\). We show that one of the symmetry relations specific to a kind of \(9-j\) symbol, which is described in terms of three Racah coefficients, produces the YB relation for the IRF model. In an asymptotic limit, the YB relation becomes that for the two-dimensional vertex model \({ }^{7}\) which concerns the factorized \(S(R)\) matrix of the process
\[
\begin{equation*}
\dot{j}_{1} m_{1}+j_{2} m_{2} \rightarrow j_{1} m_{1}^{\prime}+j_{2} m_{2}^{\prime} . \tag{1.1}
\end{equation*}
\]

In the algebra \(\mathrm{su}_{q}(2)\), many of the quantities are functions in the indeterminate \(q\) (Refs. 8-17). While the \(q\) depen-
dence of the CG coefficient is very complicated, \({ }^{12,13}\) the expression of the Racah coefficient is easily transcribed into the corresponding expression of the algebra su(2) and vice versa. In our formalism, this advantage of the Racah coefficient is utilized as much as possible.

We use the \(6-j\) symbol in place of the Racah coefficient: The distinction between these lies in a sign factor. It is partly because the \(6-j\) symbol, as well as its modified form, is used in Ref. 13 and partly because we often use symmetries of the \(6-j\) symbol.

In Sec. II, a brief review is given of the algebra su (2), the CG coefficient, and the \(6-j\) symbol (the Racah coefficient). Sections III-V constitute discussions on the CG coefficient, the \(6-j\) symbol, and various new relations among them. In Sec. III, the CG coefficient is described as an asymptotic limit of the \(6-j\) symbol. Symmetry relations for the CG coefficient are then deduced from those for the \(6-j\) symbol. In Sec. IV, another asymptotic limit of the \(6-j\) symbol is presented which plays a decisive role in discussing YB relations. Section V is devoted to various relations among CG coefficients and/or \(6-j\) symbols. It includes two relations, each of which describes the \(6-j\) symbol as a weighted linear sum of CG coefficients. In Sec. VI, a kind of \(9-j\) symbol is defined. It has the same kinds of symmetries as the \(9-j\) symbol of su(2). In Sec. VII, the operator (matrix) \(R\) is defined as a quantity to express the overlap of a pair of coupled bases, one specified by \(q\) and the other by \(1 / q\). Relations among \(R\), CG coefficients, and \(6-j\) symbols are discussed. In Sec. VIII, it is shown that one of the symmetry relations for the \(9-j\) symbol is rewritten as the YB relation for the IRF model and that its asymptotic limit gives the YB relation for the vertex model. The operator \(R\) is interpreted as the factorized \(S\) matrix of the vertex model. Concluding remarks are given in Sec. IX.

\section*{II. PRELIMINARIES ON su \({ }_{q}(2)\), THE CG COEFFICIENT, AND THE 6-jSYMBOL}

This section is devoted to a brief review of the algebra \(\mathrm{su}_{q}\) (2). In particular, algebraic expressions for the CG coefficient and of the \(6-j\) symbol, discussed by Kirillov and Re-
shetikhin, \({ }^{13}\) are summarized. For recent studies on \(q\) analogs in group representations, see works by Milne. \({ }^{20,21}\)

The algebra \(\mathrm{su}_{q}(2)\) is generated by the relation \({ }^{8-13}\)
\[
\begin{equation*}
\left[X^{ \pm}, H / 2\right]=\mp X^{ \pm} \tag{2.1}
\end{equation*}
\]
and
\[
\begin{equation*}
\left[X^{+}, X^{-}\right]=\frac{q^{H / 2}-q^{-H / 2}}{q^{1 / 2}-q^{-1 / 2}} \tag{2.2}
\end{equation*}
\]
where \(q\) is an indeterminate defined as a positive number. In the case of \(q \rightarrow 1\), the operators \(X^{ \pm}\)and \(H / 2\) become \(J^{ \pm}\)and \(J_{z}\) of the algebra su(2) (Refs. 1-5), respectively. The generators \(H, X^{ \pm}\)acting on the bases \(|j m\rangle\) yield
\[
\begin{equation*}
X^{ \pm}|j m\rangle=([j \mp m][j \pm m+1])^{1 / 2}|j m \pm 1\rangle \tag{2.3}
\end{equation*}
\]
and
\[
\begin{equation*}
(H / 2)|j m\rangle=m|j m\rangle \tag{2.4}
\end{equation*}
\]

For a real number \(n\) we define \([n\) ] by
\[
\begin{equation*}
[n]=\left(q^{n / 2}-q^{-n / 2}\right) /\left(q^{1 / 2}-q^{-1 / 2}\right) \tag{2.5}
\end{equation*}
\]

Our definitions of \(q\) and [ \(n\) ] are the same as those given in Ref. 13: \(q\) and \([n]\) here correspond to \(q^{-2}\) and ( \(n\) ) of Ref. 12, respectively. The product [1][2] \(\cdots[n]\) is denoted as [ \(n\) ]!. We postulate that \([0]!=1\) and \([n]!=0\) if \(n<0\). Notice that
[ \(n\) ] is invariant under replacement of \(q\) by \(1 / q\).
The symbol [ \(n\) ] with a natural number \(n\) is rewritten as
\[
\begin{equation*}
[n]=q^{(n-1) / 2}+q^{(n-3) / 2}+\cdots+q^{-(n-1) / 2}, \quad n \geqslant 1 . \tag{2.7}
\end{equation*}
\]

Some miscellaneous relations for [ \(n\) ] are
\[
\begin{align*}
& q^{-n / 2}\left[n^{\prime}\right]+[n] q^{n^{\prime \prime 2}}=\left[n+n^{\prime}\right]  \tag{2.8}\\
& {[2 j+1]\left[2 j^{\prime}+1\right]} \\
& =\left[2\left|j-j^{\prime}\right|+1\right]+\left[2\left(\left|j-j^{\prime}\right|+1\right)+1\right] \\
& \quad+\cdots+\left[2\left(j+j^{\prime}\right)+1\right] \tag{2.9}
\end{align*}
\]
and
\[
\begin{equation*}
[n]\left[n^{\prime}+n^{\prime \prime}\right]-\left[n+n^{\prime \prime}\right]\left[n^{\prime}\right]=\left[n-n^{\prime}\right]\left[n^{\prime \prime}\right] \tag{2.10}
\end{equation*}
\]

The comultiplication (coproduct) \(\Delta_{q}\), which acts on the product of two bases, \(v_{i} \otimes v_{k}\), is defined such that
\[
\begin{equation*}
\Delta_{q}\left(X^{ \pm}\right)=X_{i}^{ \pm} \otimes q^{H_{k^{\prime} / 4}}+q^{-H_{i} / 4} \otimes X_{k}^{ \pm}, \tag{2.11a}
\end{equation*}
\]
and
\[
\begin{equation*}
\Delta_{q}(H)=H_{i} \otimes I_{k}+I_{i} \otimes H_{k} \tag{2.11b}
\end{equation*}
\]
where \(I\) denotes the identity. The expression (2.11a) is a generalization of
\[
\begin{equation*}
J^{ \pm}=J_{i}^{ \pm} \otimes I_{k}+I_{i} \otimes J_{k}^{ \pm}, \tag{2.12}
\end{equation*}
\]
defined in the algebra su(2). Notice that the right-hand side (rhs) of (2.11b) is independent of \(q\). In the case \(q \rightarrow 1\), most of the expressions throughout the paper approach those of su(2). The coupled basis \(\left|\left(j_{i} j_{k}\right) j m\right\rangle_{q}\) is defined such that the comultiplication \(\Delta_{q}\left(X^{ \pm}\right)\)acting on it yields (2.3). The algebra on \(\mathrm{su}_{q}(2)\) is a Hopf algebra. \({ }^{8-13}\) This means that the antipode and counit on the generators \(X^{ \pm}\)and \(H\) are properly defined. This specific feature is not referred to explicitly in the following discussions.

The CG coefficient is defined in the usual way as the expansion coefficient between the set of uncoupled bases and the set of coupled bases. It is expressed as \({ }^{13}\)
\[
\begin{align*}
\left(j_{1} j_{2} m_{1} m_{2} \mid j m\right)_{q}= & \Delta\left(j_{1} j_{2} j\right) q^{\left\{x\left(j_{1}\right)+x\left(j_{2}\right)-x(j)+2\left(j_{1} j_{2}+j_{1} m_{2}-j_{2} m_{1}\right)\right\} / 4}\left\{\left[j_{1}+m_{1}\right]!\left[j_{1}-m_{1}\right]!\left[j_{2}+m_{2}\right]!\right. \\
& \left.\times\left[j_{2}-m_{2}\right]![j+m]![j-m]![2 j+1]\right\}^{1 / 2} \sum_{z}(-1)^{2} q^{-z\left(j_{1}+j_{2}+j+1\right) / 2} \\
& \times\left\{[z]!\left[j_{1}+j_{2}-j-z\right]!\left[j_{1}-m_{1}-z\right]!\left[j_{2}+m_{2}-z\right]!\left[j-j_{2}+m_{1}+z\right]!\left[j-j_{1}-m_{2}+z\right]!\right\}^{-1} \tag{2.13}
\end{align*}
\]

The sum over \(z\) is taken such that none of the factorials could have a negative argument. We have defined
\[
\begin{equation*}
\Delta(a b c)=\left(\frac{[-a+b+c]![a-b+c]![a+b-c]!}{[a+b+c+1]!}\right)^{1 / 2} \tag{2.14}
\end{equation*}
\]
and
\[
\begin{equation*}
x(a)=a(a+1) \tag{2.15}
\end{equation*}
\]

The symbol \(\Delta(a b c)\) is invariant under replacement of \(q\) by \(1 / q\), as is shown from (2.6). [The symbol \(\Delta\) is used also to denote comultiplication (2.11), which, however, will not give rise to serious confusion.] The symbol \(x(a)\) is the one denoted as \(c(a)\) in Ref. 13. The expression (2.13) is the \(q\) analog of the formula by van der Waerden and by Racah. \({ }^{1}\) It is normalized so as to be unity in the case of \(j=m=j_{1}+j_{2}\).

For later convenience and for checking expressions in this paper, we give (2.13) in a few special cases:
\[
\begin{align*}
(j j m-m \mid 00)= & (-1)^{j-m} q^{m / 2} / \sqrt{[2 j+1]},  \tag{2.16}\\
\left(j_{1} j_{2} m_{1} m_{2} \mid j j\right)_{q}= & (-1)^{j_{1}-m_{1}} q^{\left\{-x\left(j_{1}\right)+x\left(j_{2}\right)-x(j)+2 m_{1}(j+1)\right\} / 4} \\
& \times\left(\frac{[2 j+1]!\left[j_{1}+m_{1}\right]!\left[j_{2}+m_{2}\right]!\left[j_{1}+j_{2}-j\right]!}{\left[j_{1}-m_{1}\right]!\left[j_{2}-m_{2}\right]!\left[j_{1}-j_{2}+j\right]!\left[-j_{1}+j_{2}+j\right]!\left[j_{1}+j_{2}+j+1\right]!}\right)^{1 / 2} \tag{2.17}
\end{align*}
\]

The 6-j symbol is defined in the conventional way as the transformation coefficient between different coupling schemes of three angular momenta. It is expressed in terms of CG coefficients by
\[
\begin{align*}
\left\{\begin{array}{lll}
a & b & e \\
d & c & f
\end{array}\right\}= & (-1)^{a+b+c+d}\left(e d m_{12} m_{3} \mid c m\right)_{q}^{-1} \sum_{m_{1}}\left(a b m_{1} m_{2} \mid e m_{12}\right)_{q} \\
& \times\left(b d m_{2} m_{3} \mid f m_{23}\right)_{q}\left(a f m_{1} m_{23} \mid c m\right)_{q} / \sqrt{[2 e+1][2 f+1]} \tag{2.18}
\end{align*}
\]

The \(6-j\) symbol multiplied by \((-1)^{a+b+c+d}\) gives the Racah coefficient, \(W\) ( \(a b c d ; e f\) ). Kirillov and Reshetikhin \({ }^{13}\) deduced the following expression of the \(6-j\) symbol, using (2.13) and (2.18):
\[
\begin{align*}
\left\{\begin{array}{lll}
a & b & e \\
d & c & f
\end{array}\right\}= & \Delta(a b e) \Delta(a c f) \Delta(c d e) \Delta(d b f) \sum_{z}(-1)^{z}[z+1]!\{[z-a-b-e]![z-a-c-f]![z-b-d-f]! \\
& \times[z-d-c-e]![a+b+c+d-z]![a+d+e+f-z]![b+c+e+f-z]!\}^{-1} \tag{2.19}
\end{align*}
\]

The rhs of (2.19) is simpler than that of (2.13), the expression for the CG coefficient, since (2.19) is described only in terms of symbols [ ]! . From (2.6) or (2.19), we see that the \(6-j\) symbol is invariant under the replacement of \(q\) by \(1 / q\) : Because of this, we abbreviate the suffix \(q\) or \(1 / q\) of the \(6-j\) symbol. Furthermore, expression (2.19) is transcribed into a known expression for the \(6-j\) symbol of su (2) by means of replacement of all the symbols [ \(n\) ]! by \(n!\). This transcription cannot be applied to the expression of the CG coefficient, (2.13), in general. This transcription is not available even with such symmetric CG coefficients as, for example, \(\left(j_{1} j_{2} 00 \mid j 0\right)_{q}\).

Various symmetries of the \(6-j\) symbol that are known in the algebra of su(2) (Refs. 3 and 5) hold also in the algebra of \(\mathrm{su}_{q}\) (2). That is, the \(6-j\) symbol of this paper is invariant under any permutation of columns and also under an interchange of upper and lower arguments in each of any two of its columns. Further, Regge's symmetry holds. \({ }^{22}\)

The CG coefficient and the \(6-j\) jymbols in the algebra of \(\mathrm{su}_{q}\) (2) fulfills the same forms of orthogonality relations as those \({ }^{3,5}\) in the algebra su(2). For example, it holds that
\[
\begin{gather*}
\sum_{j}\left(j_{1} j_{2} m_{1} m_{2} \mid j m\right)_{q}\left(j_{1} j_{2} m_{1}^{\prime} m_{2}^{\prime} \mid j m\right)_{q} \\
=\delta\left(m_{1}, m_{1}^{\prime}\right) \delta\left(m_{2}, m_{2}^{\prime}\right) \tag{2.20}
\end{gather*}
\]

\section*{III. THE CG COEFFICIENT AS AN ASYMPTOTIC LIMIT OF THE 6-j SYMBOL}

Here, we show that the CG coefficient can be expressed as an asymptotic limit of the \(6-j\) symbol: The corresponding relation in su(2) is well known. \({ }^{3,19}\) The relation provides a way to circumvent uses of the involved expression (2.13).

We prepare the following expression for studies of various expressions in asymptotic limits:
\(\frac{[S+a]!}{[S+b]!}\) with a very large \(S\)
\[
\approx \begin{cases}{[S]^{a-b} q^{\{x(a)-x(b)\} / 4},} & \text { if } q \geqslant 1  \tag{3.1a}\\ {[S]^{a-b} q^{-\{x(a)-x(b)\} / 4},} & \text { if } q<1\end{cases}
\]

The factor \([S]\) on the rhs is asymptotically \(q^{S / 2} /\left(q^{1 / 2}-q^{-1 / 2}\right)\) in the case of \(q>1\) and \(q^{-S / 2} /\left(q^{-1 / 2}-q^{1 / 2}\right)\) in the case of \(q<1\).

In order to relate (2.19) with (2.13), let us replace labels of (2.19) such that \(c \rightarrow S+c, d \rightarrow S+d\), and \(f \rightarrow S+f\). We replace further the label \(z\) as \(z \rightarrow 2 S-z+a+b+c+d\) and \(z \rightarrow 2 S+z+c+d+e\), respectively, for \(q \geqslant 1\) and \(q<1\). We subsequently make \(S \rightarrow \infty\) in (2.19), using (3.1a) and (3.1b). We compare the resultant expression with (2.13) to obtain
\[
\begin{align*}
\lim _{S \rightarrow \infty} & (-1)^{2 s}\left\{\begin{array}{ccc}
a & b & e \\
S+d & S+c & S+f
\end{array}\right] \sqrt{[2 S+1]} \\
& = \begin{cases}(-1)^{a+b+c+d} q^{-f / 2}(a, b, f-c, d-f \mid e,-c+d)_{q} / \sqrt{[2 e+1]}, & q \geqslant 1 \\
(-1)^{c+d+e} q^{f / 2}(a, b, c-f, f-d \mid e, c-d)_{q} / \sqrt{[2 e+1]}, & q<1\end{cases} \tag{3.2a}
\end{align*}
\]

Let us show that the CG coefficient has the symmetry,
\[
\begin{equation*}
\left(j_{1} j_{2} m_{1} m_{2} \mid j m\right)_{q}=(-1)^{j_{1}+j_{2}-j}\left(j_{1} j_{2}-m_{1}-m_{2} \mid j-m\right)_{1 / q} \tag{3.3}
\end{equation*}
\]

Proof: We prove it separately for the cases of \(q>1, q<1\), and \(q=1\). In the case of \(q>1\), we replace \(q\) in (3.2b) by \(1 / q\), and compare with (3.2a). After changing notations such that \(a=j_{1}, b=j_{2}, e=j, f-c=m_{1}, d-f=m_{2}\), and \(d-c=m\), we get (3.3). To prove (3.3) in the case of \(q<1\) we replace \(q\) in (3.2a) by \(1 / q\) to compare with (3.2b). Putting \(a=j_{1}, c-f=m_{1}\), \(f-d=m_{2}\), etc., we get (3.3). The relation (3.3) with \(q=1\) is well known \({ }^{3}\) in the algebra su(2).

Various symmetry relations for the CG coefficient other than (3.3) can be deduced from (3.2a) and (3.2b) being combined with symmetry relations for the \(6-j\) symbol. Among them, we have
\(\left(j_{1} j_{2} m_{1} m_{2} \mid j m\right)_{q}=(-1)^{j_{1}+j_{2}-j}\left(j_{2} j_{1} m_{2} m_{1} \mid j m\right)_{1 / q}\)
\[
\begin{align*}
& =(-1)^{j_{2}-j-m_{1}} q^{m_{1} / 2}\left(\frac{[2 j+1]}{\left[2 j_{2}+1\right]}\right)^{1 / 2}\left(j_{1} j-m_{1} m \mid j_{2} m_{2}\right)_{q}  \tag{3.5}\\
& =\left(\left(j_{1}+j_{2}+m\right) / 2,\left(j_{1}+j_{2}-m\right) / 2,\left(j_{1}-j_{2}+m_{1}-m_{2}\right) / 2,\left(j_{1}-j_{2}-m_{1}+m_{2}\right) / 2 \mid j, j_{1}-j_{2}\right)_{q} \tag{3.6}
\end{align*}
\]

The last relation, which expresses Regge's symmetry \({ }^{23}\) of the CG coefficient, is linked to Regge's symmetry \({ }^{22}\) of the 6-j symbol. Kirillov and Reshetikhin \({ }^{13}\) deduced (3.4) and (3.5), using (2.13): A misprint in their expression is corrected in (3.5). The combination of (3.3-3.6) generates \(q\) analogs of all the known symmetry relations for the CG coefficient of su(2).

It is possible to define the \(q\) analog of the \(3-j\) symbol by the rhs of (3.2). We should multiply, however, an extra factor \(q^{ \pm(c+d+f) / 6}\), where \(\pm\) means + or - according to \(q \geqslant 1\) or \(q<1\), to unify (3.2a) and (3.2b). Symmetries of the 3-j symbol, rewritings of (3.3)-(3.6), are linked to the symmetries of the \(6-j\) symbol.

In a previous paper, \({ }^{24}\) the author presented a new expression of the \(6-j\) symbol in the algebra su(2). Transcription of it in the \(q\) analog is done with the replacement of every factorial \(n!\) by its \(q\) analog [ \(n\) ]! so as to yield
\[
\begin{align*}
\left\{\begin{array}{lll}
a & b & e \\
d & c & f
\end{array}\right\}= & (-1)^{c+d+e}(b a e)(c d e) /\{(c a f)(b d f)\} \\
& \times \sum_{z} \frac{(-1)^{a-z}[a+z]![c+f-z]![b-c+d+z]!}{[a-z]![b-e+z]![b+e+z+1]![-c+f+z]![-b+c+d-z]!} \tag{3.7}
\end{align*}
\]
where
\[
\begin{equation*}
(a b c)=\left(\frac{[a+b-c]![a-b+c]![a+b+c+1]!}{[-a+b+c]!}\right)^{1 / 2} \tag{3.8}
\end{equation*}
\]
it is equivalent to (2.19), though these are apparently different from each other.
There is another expression of the CG coefficient, which is apparently different from (2.13):
\(\left(j_{1} j_{2} m_{1} m_{2} \mid j m\right)_{q}=(-1)^{j_{1}-m_{1}} q^{\left\{-x\left(j_{1}\right)+x\left(j_{2}\right)-x(j)\right\} / 4+m_{1}(m+1) / 2}\)
\[
\begin{align*}
& \times\left(\frac{\left[j_{1}-m_{1}\right]!\left[j_{2}-m_{2}\right]![j+m]![j-m]!\left[j_{1}+j_{2}-j\right]![2 j+1]}{\left[j_{1}+m_{1}\right]!\left[j_{2}+m_{2}\right]!\left[j_{1}-j_{2}+j\right]!\left[-j_{1}+j_{2}+j\right]!\left[j_{1}+j_{2}+j+1\right]!}\right)^{1 / 2} \\
& \times \sum_{z}(-1)^{z} q^{z(j+m+1) / 2} \frac{\left[j_{1}+m_{1}+z\right]!\left[j_{2}+j-m_{1}-z\right]!}{[z]![j-m-z]!\left[j_{1}-m_{1}-z\right]!\left[j_{2}-j+m_{1}+z\right]!} \tag{3.9}
\end{align*}
\]

Proof: We prove separately the cases \(q>1, q<1\), and \(q=1\). In the case of \(q>1\), we replace the labels in (3.7) as \(a \rightarrow b\), \(b \rightarrow S+f, c \rightarrow e, d \rightarrow S+c, e \rightarrow S+d, f \rightarrow a\), and \(z \rightarrow-z+c+e-f\), and make \(S \rightarrow \infty\) using (3.2a). We subsequently change notations of labels such that \(a=j_{1}, b=j_{2}, e=j, f-c=m_{1}, d-f=m_{2}, d-c=m\). We compare the resultant expression with (3.2), and get (3.9). In the case of \(q<1\), we first put \(q=1 / q^{\prime}\) in (3.9) so as to be \(q^{\prime}<1\). Next, we use (3.4) to rewrite the left-hand side (lhs) as \((-1)^{j_{1}+j_{2}-j}\left(j_{2} j_{1} m_{2} m_{1} \mid j m\right)_{q}\). We subsequently interchange labels as \(j_{1} \leftrightarrow j_{2}\) and \(m_{1} \leftrightarrow m_{2}\) together with the replacement of \(z\) by \(j-m-z^{\prime}\). After replacing \(q^{\prime}\) and \(z^{\prime}\) by \(q\) and \(z\), respectively, we get (3.9) with \(q<1\). In the case of \(q=1\), the expression (3.9) becomes the so-called Racah's first form. \({ }^{3}\)

The expression (3.9) is to (3.8) what (2.13) is to (2.19).

\section*{IV. ANOTHER ASYMPTOTIC LIMIT OF THE 6-/ SYMBOL}

In this section, we give another asymptotic limit of the 6-symbol.
Let us replace labels of (2.19) such that \(b \rightarrow S+b, c \rightarrow S+c, e \rightarrow S+e, f \rightarrow S+f\), and \(z \rightarrow 2 S+z^{\prime}\) so as to make \(S \rightarrow \infty\). It is shown that the label \(z^{\prime}\) does not exceed the minimum of \(a+b+c+d\) and \(a+d+e+f\) and that the term of the largest order in \(S\) is specified with the largest possible value of \(z^{\prime}\), irrespective of \(q\). Using these, we transform (2.19) separately for the cases of \(q \geqslant 1\) and \(q<1\). We get the following result, valid for a positive number \(q\) :
\[
\lim _{S \rightarrow \infty}(-1)^{2 S+a+b+c+d}\left\{\begin{array}{lll}
a & S+b & S+e  \tag{4.1}\\
d & S+c & S+f
\end{array}\right\} \frac{[2 S+e+f+1]!}{[2 S+b+c]!}= \begin{cases}T(a, d, f-c, b-f, b-e, e-c), & b+c \leqslant e+f \\
0 & b+c>e+f\end{cases}
\]

We have defined \(T\) by
\[
\begin{equation*}
T\left(a, d, a^{\prime}, d^{\prime}, a^{\prime \prime}, d^{\prime \prime}\right)=\frac{1}{\left[a^{\prime}-a^{\prime \prime}\right]!}\left(\frac{\left[a+a^{\prime}\right]!\left[a-a^{\prime \prime}\right]!\left[d-d^{\prime}\right]!\left[d+d^{\prime \prime}\right]!}{\left[a-a^{\prime}\right]!\left[a+a^{\prime \prime}\right]!\left[d+d^{\prime}\right]!\left[d-d^{\prime \prime}\right]!}\right)^{1 / 2} \tag{4.2}
\end{equation*}
\]

\section*{V. RELATIONS AMONG CG COEFFICIENTS AND/OR 6-j SYMBOLS}

Here, we give some relations among CG coefficients and/or \(6-j\) symbols. Some new devices are developed to deduce them.
Let us put in (2.18) \(m_{3}=d\) and \(m=c\). We make use of (2.17) to express the first and the last two CG coefficients on the rhs of (2.18) in terms of \(q\)-analog factorials. It then follows that
\[
\begin{align*}
\left\{\begin{array}{lll}
a & b & e \\
d & c & f
\end{array}\right\}= & q^{\{-x(a)-x(b)+x(e)-2 x(c)+2 x(f)\} / 4} \frac{([c+d-e]![c+d+e+1]!)^{1 / 2}}{(c a f)(d b f)} \\
& \times \sum_{m}(-1)^{e+d+f+m} q^{m(c+d+1) / 2} \frac{[c+f-m]!}{[-c+f+m]!}\left(\frac{[a+m]![b-c+d+m]!}{[a-m]![b+c-d-m]!}\right)^{1 / 2} \\
& \times(a, b, m, c-d-m \mid e, c-d)_{q} / \sqrt{[2 e+1]} . \tag{5.1}
\end{align*}
\]

We have another expression similar in form to (5.1):
\[
\begin{align*}
\left\{\begin{array}{lll}
a & b & e \\
d & c & f
\end{array}\right\}= & (-1)^{a+b+c+d} q^{\{-x(a)-x(b)+x(e)-2 x(c)+2 x(f)\} / 4} \frac{(c a f)(d b f)}{\{[c+d-e]![c+d+e+1]!\}^{1 / 2}} \\
& \times \sum_{m} \frac{q^{-m(c+d+1) / 2}}{[c-f+m]![c+f+m+1]!}\left(\frac{[a+m]![b+c-d+m]!}{[a-m]![b-c+d-m]!}\right)^{1 / 2} \\
& \times(a, b, m,-c+d-m \mid e,-c+d)_{q} / \sqrt{[2 e+1]} . \tag{5.2}
\end{align*}
\]

In the algebra su(2), the present author \({ }^{24}\) obtained (5.2) with \(q=1\).
The relation (5.1) is termwise invariant under the replacement
\[
\begin{array}{ll}
a \rightarrow s-d, & b \rightarrow s-c, \quad c \rightarrow s-b \\
d \rightarrow s-a, & m \rightarrow m+(a-b-c+d) / 2 \tag{5.3}
\end{array}
\]

Similarly, (5.2) is termwise invariant under the replacement
\[
\begin{array}{ll}
a \rightarrow s-c, & b \rightarrow s-d, \quad c \rightarrow s-a \\
d \rightarrow s-b, & m \rightarrow m+(a-b+c-d) / 2 \tag{5.4}
\end{array}
\]

These invariances result from the Regge's symmetries of the \(6-j\) symbol and of the CG coefficient, (3.6).
The following relation holds among CG coefficients:
\[
\begin{align*}
\left(j_{1} j_{2} m_{1} m_{2} \mid j m\right)_{q}= & (-1)^{j_{1}+j_{2}-j} q^{-\left\{x\left(j_{1}\right)+x\left(j_{2}\right)-x(j)\right\} / 2} \sum_{m_{2}>m_{2}}(-1)^{m_{1}-m_{1}} q^{\left\{m_{1}-m_{1}^{\prime}-\left(m_{1}+m_{1}{ }^{\prime}\right)\left(m_{2}+m_{2}^{\prime}\right)\right\} / 4} \\
& \times\left(q^{1 / 2}-q^{-1 / 2}\right)^{m_{1}-m_{1}^{\prime}}\left(j_{1} j_{2}-m_{1}^{\prime}-m_{2}{ }^{\prime} \mid j-m\right)_{q} T\left(j_{1}, j_{2}, m_{1}, m_{2}, m_{1}^{\prime}, m_{2}{ }^{\prime}\right) . \tag{5.5}
\end{align*}
\]

Proof: We consider the case of \(q \neq 1\), since (5.5) with \(q=1\) gives a trivial equality. Let us replace labels of (5.1) such that \(c \rightarrow S+c, d \rightarrow S+d\), and \(f \rightarrow S+f\) to make \(S \rightarrow \infty\). To its rhs and lhs we apply (3.1) and (3.2), respectively: The cases of \(q>1\) and \(q<1\) are to be treated separately. We replace labels such that \(a \rightarrow j_{1}, b \rightarrow j_{2}\), and \(c \rightarrow j\). Further, we put \(f-c \rightarrow m_{1}, d-f \rightarrow m_{2}\), \(d-c \rightarrow m, m \rightarrow-m_{1}^{\prime}, m+d-c \rightarrow m_{2}^{\prime}\) in the case of \(q>1\), and put \(c-f \rightarrow m_{1}, f-d \rightarrow m_{2}, c-d \rightarrow m, m \rightarrow m_{1}^{\prime}\), \(c-d-m \rightarrow m_{2}{ }^{\prime}\) in the case of \(q<1\). It then follows (5.5).

We transform (5.5), using (2.20) and (3.3), to get
\[
\begin{align*}
& \sum_{j} q^{\left\{x\left(j_{1}\right)+x\left(j_{2}\right)-x(j)\right\} / 2}\left(j_{1} j_{2} m_{1} m_{2} \mid j m\right)_{q}\left(j_{1} j_{2} m_{1}^{\prime} m_{2}^{\prime} \mid j m\right)_{1 / q} \\
& \quad=\left\{\begin{array}{l}
(-1)^{m_{1}-m_{1}^{\prime}} q^{\left\{m_{1}-m_{1}^{\prime}-\left(m_{1}+m_{1}^{\prime}\right)\left(m_{2}+m_{2}^{\prime}\right)\right\} / 4}\left(q^{1 / 2}-q^{-1 / 2}\right)^{m_{1}-m_{1}^{\prime}} T\left(j_{1}, j_{2}, m_{1}, m_{2}, m_{1}^{\prime}, m_{2}^{\prime}\right), m_{1} \geqslant m_{1}^{\prime} \\
0, m_{1}<m_{1}^{\prime}
\end{array}\right. \tag{5.6}
\end{align*}
\]

The combination of (4.1) with (5.6) yields
\[
\begin{align*}
\lim _{S \rightarrow \infty} & (-1)^{2 S+a+b+c+d}\left\{\begin{array}{lll}
a & S+b & S+e \\
d & S+c & S+f
\end{array}\right] \frac{[2 S+e+f+1]!}{[2 S+b+c]!} \\
= & (-1)^{b+c-e-f} q^{\{x(b)+x(c)-x(e)-x(f)\} / 4} q^{-(b c-e f / 2}\left(q^{1 / 2}-q^{-1 / 2}\right)^{b+c-e-f} \sum_{j} q^{\{x(a)+x(d)-x(j)\} / 2} \\
& \times(a, d, f-c, b-f \mid j, b-c)_{q}(a, d, b-e, e-c \mid j, b-c)_{1 / q} . \tag{5.7}
\end{align*}
\]

Corresponding to Racah's sum rule in the algebra su(2), we have the relation
\[
\sum_{g}(-1)^{e+f+g}[2 g+1]\left\{\begin{array}{lll}
a & d & g  \tag{5.8}\\
c & b & e
\end{array}\right\}\left\{\begin{array}{lll}
a & d & g \\
b & c & f
\end{array}\right\} q^{-\{x(e)+x(f)+x(g)\} / 2}=\left\{\begin{array}{lll}
a & b & e \\
d & c & f
\end{array}\right\} q^{-\{x(a)+x(b)+x(c)+x(d)\} / 2}
\]

Proof: Let us show that the lhs is transformed into the rhs. In the first \(6-j\) symbol on the lhs, we substitute (5.1) after labels \(b, c, d, e\), and \(f\) in (5.1) are replaced by \(d, b, c, g\), and \(e\), respectively. In a similar way, we substitute (5.2) in the second \(6-j\) symbol on the lhs of (5.8), after labels \(b, d\), and \(e\) in (5.2) are replaced by \(d, b\), and \(g\), respectively. The sum over \(g\) on the lhs of (5.8) is then carried out by using the orthogonality relation for the CG coefficient, (2.20). We compare the resultant expression with the expression (3.7), and obtain the rhs of (5.8).

The relation (5.7) can be deduced also from an asymptotic limit of (5.8). To show it, we replace \(b, c, e\), and \(f\) in (5.8) by \(S+b, S+c, S+e\), and \(S+f\), respectively, and make \(S \rightarrow \infty\). The cases \(q \geqslant 1\) and \(q<1\) are treated separately. We apply (3.2) to two \(6-j\) symbols on the lhs and obtain (5.7).

The relation (5.8) in the case of \(f=0, a=d\), and \(b=c\) gives
\[
\begin{gather*}
\sum_{g}[2 g+1]\left\{\begin{array}{lll}
a & b & e \\
a & b & g
\end{array}\right\} q^{-\{x(e)+x(g)\} / 2} \\
=(-1)^{2 a+2 b} q^{-x(a)-x(b)} . \tag{5.9}
\end{gather*}
\]

From the combination of (5.1) and (5.2), where \(q\) in (5.2) is replaced by \(1 / q\), we can deduce the orthogonality relation for the \(6-j\) symbol. This in turn gives a check of (5.1) and (5.2).

The Biedenharn-Elliott (BE) rule in the algebra su(2) holds also in \(\mathrm{su}_{q}(2)\) :
\[
\begin{gather*}
\sum_{z}(-1)^{b+f+z}[2 z+1]\left\{\begin{array}{lll}
a & c & h \\
k & g & z
\end{array}\right\}\left\{\begin{array}{lll}
a & g & z \\
f & b & e
\end{array}\right\}\left\{\begin{array}{lll}
c & z & k \\
f & d & b
\end{array}\right\} \\
=(-1)^{a+c+k+g+d+e+h}\left\{\begin{array}{lll}
a & c & h \\
d & e & b
\end{array}\right\}\left\{\begin{array}{lll}
h & g & k \\
f & d & e
\end{array}\right\} . \tag{5.10}
\end{gather*}
\]

Here, the labels of the \(6-j\) symbols are arranged in a way suitable for the deduction of (7.12) given later.

The simplest way to deduce (5.10) is to make use of the transformation from one specific coupling scheme of four angular momenta to another specific one, the way well known in the algebra su(2) (Refs. 3-5). There is no additional \(q\)-dependent factor in (5.10), since transposition of angular momenta is not involved in the transformation of the coupling schemes of concern.

\section*{VI. A KIND OF 9-j SYMBOL AND ITS SYMMETRIES}

Here, a kind of \(9-j\) symbol is presented which has specific symmetries similar to the \(9-j\) symbol of \(\operatorname{su}(2)\).

In the algebra su(2), the \(9-j\) symbol is defined as the transformation coefficient between different coupling schemes of four angular momenta. \({ }^{3-5}\) Two defining expressions, equivalent to each other, of the \(9-j\) symbol are widely known, one in terms of six CG coefficients and the other in terms of three \(6-j\) symbols. \({ }^{3-5}\) As is discussed on p. 458 of Ref. 4, the transformation of the coupling schemes consists of three pure recouplings and two transpositions.

In the algebra \(\mathrm{su}_{q}(2)\), the situation is slightly different. The transformation coefficient is really expressed in terms of six CG coefficients. However, two of the coefficients, whose
labels are arranged in the standard form, are specified by the indeterminate \(1 / q\), while the other four are by \(q\). It is due to the presence of transpositions involved in the recoupling of four angular momenta. Contrary to the case of su(2), the transformation coefficient is not expressed as a sum over products of three \(6-j\) symbols.

Here, we define an analog of the \(9-j\) symbol by
\[
\begin{align*}
&\left\{\begin{array}{lll}
a & b & e \\
c & d & f \\
h & k & g
\end{array}\right\}_{q} \\
&=\sum_{z}(-1)^{2 z} q^{-\{x(z)+x(h)+x(d)+x(e)\} / 2}[2 z+1] \\
& \times\left\{\begin{array}{lll}
a & c & h \\
k & g & z
\end{array}\right\}\left\{\begin{array}{lll}
b & d & k \\
c & z & f
\end{array}\right\}\left\{\begin{array}{lll}
e & f & g \\
z & a & b
\end{array}\right\} \tag{6.1}
\end{align*}
\]

This \(9-j\) is not invariant under interchange of \(q\) and \(1 / q\), contrary to the \(6-j\) symbol.

Significance of the symbol defined by (6.1) lies in the following symmetry relation, valid for every \(q>0\),
\[
\left\{\begin{array}{lll}
a & b & e  \tag{6.2}\\
c & d & f \\
h & k & g
\end{array}\right\}_{q}=(-1)^{A} q^{-x^{\prime}(A) / 2}\left\{\begin{array}{lll}
a & e & b \\
c & f & d \\
h & g & k
\end{array}\right\}_{1 / q}
\]
in which \(A\) and \(x^{\prime}(A)\) are defined by
\[
\begin{equation*}
A=\sum_{i=1}^{9} a_{i}=a+b+c+d+e+f+g+h+k \tag{6.3}
\end{equation*}
\]
and
\[
\begin{equation*}
x^{\prime}(A)=\sum_{i=1}^{9} x\left(a_{i}\right)=x(a)+x(b)+\cdots+x(k) \tag{6.4}
\end{equation*}
\]

Proof: We rewrite the first \(6-j\) symbol on the rhs of (6.1) in terms of two 6 - \(j\) symbols by using the Racah's sum rule (5.8) after labels in (5.8) are replaced such that \(b \rightarrow c, c \rightarrow g, d \rightarrow k\), \(e \rightarrow h\), and \(f \rightarrow z\) together with \(q \rightarrow 1 / q\). Subsequently, we use the BE rule (5.10) for taking the sum over \(z\) on the resultant rhs of (6.1). From this we get the rhs of (6.2).

The \(9-j\) symbol satsifies the same kind of relation as (6.2) under interchange of the first two columns: The proof is essentially the same as that given to (6.2). Further, the \(9-j\) symbol is unchanged under the interchange of rows and columns (matrix transposition). \({ }^{3-5}\) From these it is shown that the \(9-j\) symbol (6.1) has the same symmetries as that of su(2).

\section*{VII. THE MATRIX R EXPRESSED IN TERMS OF A 6-j SYMBOL}

The operator (matrix) \(R\) is defined here as a quantity to express a degree of overlap of a pair of coupled bases, one specified by \(q\) and the other by \(1 / q\) : The operator \(R\) is interpreted in the next section as the factorized \(S\) matrix that describes the process (1.1).

We define the operator \(R\) by
\[
\begin{equation*}
R^{j_{1} j_{2}}=\sum_{j m}\left|\left(j_{1} j_{2}\right) j m\right\rangle_{q} F\left(j_{1} j_{2} j\right)_{q}\left\langle\left(j_{2} j_{1}\right) j m\right| \tag{7.1}
\end{equation*}
\]
in which
\(F\left(j_{1} j_{2} j\right)=(-1)^{j_{1}+j_{2}-j} q^{-\left\{x\left(j_{1}\right)+x\left(j_{2}\right)-x(j)\right\} / 2}\).
The inverse of \(R\) is shown to be
\(\left(R^{j_{1} j_{2}}\right)^{-1}=\sum_{j m}\left|\left(j_{2} j_{1}\right) j m\right\rangle_{q} F\left(j_{1} j_{2} j\right)^{-1}{ }_{q}\left\langle\left(j_{1} j_{2}\right) j m\right|\).
The \(R\) matrix in the case of \(q=1\) implies simply the unit operator.

It is shown from (7.1) that \(\Delta_{1 / q}\left(X^{ \pm}\right) R=R \Delta_{q}\left(X^{ \pm}\right)\). The operator \(R\), defined by (7.1), corresponds to the operator \(R\) of Ref. 13.

The matrix element of \(R\) is expressed as
\[
\begin{equation*}
\left(R^{j_{1} j_{2}}\right)_{m_{1}, m_{2}}^{m_{1}^{\prime} m_{2}^{\prime}}=\left\langle\left(j_{1}, m_{1}^{\prime}\right)\left(j_{2}, m_{2}^{\prime}\right)\right| R^{j_{1} j_{2}}\left|\left(j_{1}, m_{1}\right)\left(j_{2}, m_{2}\right)\right\rangle \tag{7.4}
\end{equation*}
\]
\[
\begin{align*}
= & \sum_{j} F\left(j_{1} j_{2} j\right)\left(j_{1} j_{2} m_{1}^{\prime} m_{2}^{\prime} \mid j m\right)_{q} \\
& \times\left(j_{2} j_{1} m_{2} m_{1} \mid j m\right)_{q}  \tag{7.5}\\
= & \sum_{j}(-1)^{j_{1}+j_{2}-j} F\left(j_{1} j_{2} j\right) \\
& \times\left(j_{1} j_{2} m_{1}^{\prime} m_{2}^{\prime} \mid j m\right)_{q}\left(j_{1} j_{2} m_{1} m_{2} \mid j m\right)_{1 / q} \tag{7.6}
\end{align*}
\]

In the last step, (3.4) has been used. Similarly, we express the matrix element of \(R^{-1}\) in terms of CG coefficients. We compare the result with the lhs of (5.6) to find that
\[
\begin{equation*}
\left(\left(R^{j_{1} i_{2}}\right)^{-1}\right)_{m_{1}, m_{2}}^{m_{1}^{\prime}, m_{2}^{\prime}}=\text { the lhs of }(5.6) . \tag{7.7}
\end{equation*}
\]

As can easily be shown, the operators \(\left(R^{j_{1} j_{2}}\right)^{-1}\) and \(R^{j_{1} j_{2}}\) are interchanged if the indeterminate \(q\) is replaced by its inverse \(1 / q\).

We combine (5.6) with (7.6), using (7.7), to get
\[
\left(R^{\left(j_{1} j_{2}\right)}\right)_{m_{1}, m_{2}}^{m_{1}^{\prime}, m_{2}^{\prime}}=\left\{\begin{array}{l}
q^{\left\{-m_{1}+m_{1}^{\prime}+\left(m_{1}+m_{1}^{\prime}\right)\left(m_{2}+m_{2}^{\prime}\right)\right\} / 4}\left(q^{1 / 2}-q^{-1 / 2}\right)^{m_{1}-m_{1}^{\prime}} T\left(j_{1}, j_{2}, m_{1}, m_{2}, m_{1}^{\prime}, m_{2}^{\prime}\right), \quad m_{1} \geqslant m_{1}^{\prime}  \tag{7.8}\\
0, \quad m_{1}<m_{1}^{\prime}
\end{array}\right.
\]

As a special case, it follows that
\[
\begin{equation*}
\left(R^{\left(j_{1} j_{2}\right)}\right)_{m_{1}, m_{2}}^{m_{1}, m_{2}}=q^{m_{1} m_{2}} . \tag{7.9}
\end{equation*}
\]

The expression of \(R\), (7.8), differs significantly from that of Ref. 13 as to \(q\)-dependent factors.

We modify the rhs of (7.6) using symmetries of the CG coefficient, (3.3) and (3.4), to get the following.

The matrix element of \(R\), (7.4), is invariant under replacement of labels ( \(m_{1}, m_{2}, m_{1}{ }^{\prime}, m_{2}{ }^{\prime}\) ) by ( \(-m_{1}{ }^{\prime}\), \(\left.-m_{2}{ }^{\prime},-m_{1},-m_{2}\right)\) and under replacement of \(\left(j_{1}, j_{2}\right.\), \(m_{1}, m_{2}, m_{1}{ }^{\prime}, m_{2}{ }^{\prime}\) ) by ( \(j_{2}, j_{1}, m_{2}{ }^{\prime}, m_{1}{ }^{\prime}, m_{2}, m_{1}\) ).

The expression (7.8) actually fulfulls these symmetries.
Combination of (4.1) with (7.8) gives
\[
\begin{align*}
\lim _{S \rightarrow \infty} & (-1)^{2 S+a+b+c+d}\left\{\begin{array}{ll}
a & S+b S+e \\
d & S+c S+f
\end{array}\right\} \\
\times & \frac{[2 S+e+f+1]!}{[2 S+b+c]!} \\
= & \left(R^{a d}\right)_{f-c, b-f}^{b-e, e-c} q^{-\{x(b)+x(c)-x(e)-x(f)\} / 4} \\
& \times q^{(b c-e f) / 2}\left(q^{1 / 2}-q^{-1 / 2}\right)^{b+c-e-f .} \tag{7.11}
\end{align*}
\]

We have described the relationship between \(R, T\), the CG coefficient, and the \(6-j\) symbol in (4.1), (5.6), (5.7), (7.6), (7.8), and (7.11).

The BE rule (5.10) has the following asymptotic limit:
\[
\begin{align*}
& \sum_{z}\left(R^{a f}\right)_{e-b, g-e}^{g-z-z-b}\left(R^{c f}\right)_{b-d, z-b}^{z-k, k-d} \\
& \quad \times(a, c, g-z, z-k \mid h, g-k)_{q} \\
& \quad=\left(R^{h f}\right)_{e-d, g-e}^{g-k, k-d}(a, c, e-b, b-d \mid h, e-d)_{q} \tag{7.12}
\end{align*}
\]

Proof: In (5.10) we replace labels as \(z \rightarrow S+z, k \rightarrow S+k\), \(g \rightarrow S+g, b \rightarrow S+b, e \rightarrow S+e, d \rightarrow S+d\) and make \(S \rightarrow \infty\). The cases of \(q>1, q<1\), and \(q=1\) are treated separately. Here, we give the proof only for the case of \(q<1\), for simplicity. We use (3.2b) for the first \(6-j\) symbol on each side of (5.10), and use (7.11) for the other three 6-j symbols so as to express the \(S \rightarrow \infty\) limit of ( 5.10 ) in terms of \(R\) and CG coefficients. Notice that [ \(2 S+2 z+1\) ], for example, is of the form \(q^{-(S+z+1 / 2)} /\left(q^{-1 / 2}-q^{1 / 2}\right)\). After rewriting expressions by the use of (3.1b), we obtain (7.12).

\section*{VIII. YANG-BAXTER RELATIONS IN TERMS OF 6-j SYMBOLS}

It is shown here that one of symmetry relations for the 9\(j\) symbol generates YB relations for the IRF model and for the vertex model.

Invariance of the \(9-j\) symbol (6.1) under the third column being put onto the lhs of the first column is expressed in terms of the \(6-j\) symbol as
\[
\begin{align*}
& \sum_{z}(-1)^{2 z}[2 z+1]\left\{\begin{array}{lll}
a & g & z \\
k & c & h
\end{array}\right\}\left\{\begin{array}{lll}
a & e & b \\
f & z & g
\end{array}\right\}\left\{\begin{array}{lll}
k & b & d \\
f & c & z
\end{array}\right\} q^{-\{x(z)+x(h)+x(e)+x(d)\} / 2} \\
&=\sum_{z}(-1)^{2 z}[2 z+1]\left\{\begin{array}{lll}
k & e & z \\
f & h & g
\end{array}\right\}\left\{\begin{array}{lll}
a & z & d \\
f & c & h
\end{array}\right\}\left\{\begin{array}{lll}
a & e & b \\
k & d & z
\end{array}\right\} q^{-\{x(z)+x(g)+x(c)+x(b)\} / 2} \tag{8.1}
\end{align*}
\]

The lhs is a reexpression of the rhs of (6.1). We have used symmetries of the \(6-j\) symbol to arrange labels suitable for obtaining (8.5) given later. Let us define \(w\) and \(w^{\prime}\) (the symbol \(w\) stands for a weight \({ }^{7}\) and not for the Racah coefficient) by
\[
\begin{align*}
& w(h, c, z, g ; a, k) \\
&=(-1)^{a+k+h+z} q^{[x(c)+x(g)-x(h)-x(z)\} / 2} \\
& \times \sqrt[4]{[2 h+1][2 c+1][2 z+1][2 g+1]} \\
& \times\left\{\begin{array}{lll}
a & g & z \\
k & c & h
\end{array}\right\} \tag{8.2}
\end{align*}
\]
and
\[
\begin{align*}
& w^{\prime}(h, c, z, g ; a, k) \\
& =\sqrt[4]{[2 h+1][2 z+1] /\{[2 c+1][2 g+1]\}} \\
& \quad \times w(h, c, z, g ; a, k) \tag{8.3}
\end{align*}
\]

We express (8.1) in terms of \(w\) and \(w^{\prime}\) as
\[
\begin{align*}
& \sum_{z} w(h, c, z, g ; a, k) w(g, z, b, e ; a, f) w^{\prime}(z, c, d, b ; k, f) \\
&=\sum_{z} w^{\prime}(g, h, z, e ; k, f) w(h, c, d, z ; a, f) w(z, d, b, e ; a, k) \tag{8.4}
\end{align*}
\]

In this relation, it is allowed to replace simultaneously all the functions \(w\) by the corresponding \(w^{\prime}\). The functional relation (8.4) is the YB relation for the IRF model exploited by Baxter \({ }^{7}\) : For the prescription to construct commuting transfer matrices from \(w\) and \(w^{\prime}\), see Ref. 7. In Ref. 18, the present author discussed (8.4) with \(q=1\).

In (8.1) we put \(z \rightarrow S+z, \quad b \rightarrow S+b, \quad c \rightarrow S+c\), \(d \rightarrow S+d, e \rightarrow S+e, g \rightarrow S+g, h \rightarrow S+h\) and make \(S \rightarrow \infty\). Subsequently, we use (7.11) to describe the asymptotic limit of ( 8.1 ) in terms of \(R\). The cases of \(q<1, q>1\), and \(q=1\) are to be treated separately. It then follows that
\[
\begin{align*}
& \sum_{z}\left(R^{a k}\right)_{h-c, s-h}^{g-z, z-c}\left(R^{a f}\right)_{g-2, e-b-z}^{e-b, b}\left(R^{k f}\right)_{z-c, b-z}^{b-d, d-c} \\
& \quad=\sum_{z}\left(R^{k f}\right)_{g-h, e-g}^{e-z, z-h}\left(R^{a f}\right)_{h-c, z-h}^{z-d, d-c}\left(R^{a k}\right)_{z-d, e-z}^{e-b, b-d .} \tag{8.5}
\end{align*}
\]

In the case of \(q \leqslant 1\), each side is equal to
\[
\begin{align*}
& (-1)^{b-d+h-g} q^{-(b+d+h+g) / 2}\left(q^{1 / 2}-q^{-1 / 2}\right)^{-2} \\
& \quad \times \lim _{S \rightarrow \infty} q^{x(S+c)+x(S+e)-2 S-1} \\
& \quad \times\left\{\begin{array}{ccc}
S+b & S+e & a \\
S+d & f & S+c \\
k & S+g & S+h
\end{array}\right]_{q} \tag{8.6}
\end{align*}
\]

If \(q>1\), expression (8.5) with \(q\) being replaced by \(1 / q\) gives each side of (8.5).

The specific form of (8.5) is known as the YB relation for the vertex model. \({ }^{6.7}\) The matrix element of \(R\) describes two-particle scattering process (1.1). Beside \(q\) the labels \(a, k\), and \(f\) act as parameters to specify \(w^{(\rho)}\) and \(R\). However, none of them could satisfy the additivity of spectral parameters. \({ }^{7}\)

We compare (8.4) and (8.5) to find the correspondence
\[
\begin{equation*}
w^{(\cdot)}(h, c, z, g ; a, k) \leftrightarrow\left(R^{a k}\right)_{h-c, g-h}^{g-z, z-c} . \tag{8.7}
\end{equation*}
\]

This is in agreement with the so-called Wu-KadanoffWegner transformation. \({ }^{25-27}\) In the present formalism, the correspondence (8.7) is based on (7.11), and is linked originally to the correspondence of the \(6-j\) symbol and the CG coefficient (3.2).

Using symmetries of the \(6-j\) symbol, it is shown that
\(w^{(\cdot)}(h, c, z, g ; a, k)=w^{(,)}(z, g, h, c ; a, k)=w^{(,)}(z, c, h, g ; k, a)\).

The symmetries correspond to the symmetries of \(R,(7.10)\), which is compatible with (8.7).

\section*{IX. CONCLUDING REMARKS}

We have discussed relations among CG coefficients and \(6-j\) symbols (Racah coefficients, in the same sense) of the algebra \(\mathrm{su}_{q}(2)\), and have shown that one of symmetry relations for the \(9-j\) symbol, described in terms of three \(6-j\) symbols, generates YB relations for the IRF model and for the vertex model.

As shown in (3.2), the 6-j symbol becomes the CG coefficient in an asymptotic limit. This \(6-j\) symbol becomes the matrix element of R in another asymptotic limit, as shown in (7.11). Manipulation of the algebra in \(\mathrm{su}_{q}(2)\) is remarkably simplified by virtue of these relations among \(R\), the CG coefficient, and the \(6-j\) symbol, together with the fact that the \(6-j\) symbol in \(\mathrm{su}_{q}(2)\) has simple dependence on \(q\) in comparison with CG coefficient.

Relations such as (3.5), (3.9), (5.8) (5.9), and (7.8) were already given in Ref. 13. However, serious confusion seems to exist in each of their expressions, especially as to \(q\) dependent factors. The expression of \(R\) we get in (7.8) differs from that of Ref. 13.

It is hoped that many of the present results will hold in various "quantum" groups, so far as the CG coefficient and the. \(6-j\) symbol are properly defined. It is easy to extend the present discussion to the algebra of \(\mathrm{su}_{q}(1,1)\) (Ref. 28), although we do not discuss it here.
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\begin{abstract}
An investigation is made of coherent states that differ from the usual ones in two ways: (a) they are connected with the coset space \(G / H\), where the stability subgroup \(H\) may be noncompact; and (b) the notion of an \(H\)-invariant ray is replaced by the more general notion of an \(H\)-invariant subspace. A general framework is given for vectorlike coherent states with the help of the nonlinear realization technique as well as with the rigged Hilbert space theory. The vectorlike coherent states are found for the Poincaré group and the hyperbolic coherent states are found for the \(\mathrm{SU}(1,1)\) group.
\end{abstract}

\section*{I. INTRODUCTION}

The coherent states technique is a powerful method widely applied to various branches of modern physics and mathematical physics as well as to mathematics. It was originated from the pioneering papers by Glauber \({ }^{1}\) and Klauder. \({ }^{2}\) The concept was generalized by Radcliffe, \({ }^{3}\) Perelomov, \({ }^{4}\) Thompson, \({ }^{5}\) and Gilmore and co-workers \({ }^{6,7}\) and next extensively applied and developed by a number of authors. An exhaustive review of the theory and applications of coherent states as well as a reference list is given in the excellent books by Klauder and Skagerstam, \({ }^{8}\) Perelomov, \({ }^{9}\) and Hecht. \({ }^{10}\) We also should mention some works dealing with different systems of overcomplete states: the continuous representations of quantum states by Barut and Girardello, \({ }^{11}\) Skagerstam, \({ }^{12}\) and Nieto. \({ }^{13}\)

In this paper we investigate the coherent states understood in the spirit of the Perelomov definition but with some generalization. In order to explain this fact let us recall the definition of Perelomov: "The system of states \(\left|\Psi_{g}\right\rangle=U(g)\left|\Psi_{0}\right\rangle\), where \(g\) are elements of Lie group \(G\), \(U(G)\) is an unitary representation of \(G\) in the Hilbert space \(\mathscr{H}\) and \(\left|\Psi_{0}\right\rangle\) is a fixed vector in \(\mathscr{H}\), is called the coherent states system." Thus a coherent state \(\left|\Psi_{g}\right\rangle\) is determined by a point \(x(g)\) of the coset space \(G / H\), where \(H\) is the stability subgroup of the ray \(\left|\Psi_{0}\right\rangle\). Now, because that vector lies in the proper Hilbert space, the stability group \(H\) is thus compact. \({ }^{14}\) As we will see below, the compactness of \(H\) is a very convenient assumption for technical reasons. Although this last requirement increases our difficulties, it is highly desirable since it drastically extends the applicability of the coherent states method.

The aim of our paper is to propose a procedure for the case of the noncompact stability group. An additional generalization of the Perelomov definition we have adopted is the replacement of the notion of the stable ray \(\left|\Psi_{0}\right\rangle\) by the stable ( \(H\)-invariant) subspace of \(\mathscr{H}\) (see also Refs. 10 and 15-24). The plan of this paper is as follows: In Sec. II we study problems connected with the noncompactness of \(H\) and we give a framework for dealing with such a case. Section III is devoted to a description of the vectorlike coherent states in terms of the language of nonlinear realizations. In Sec. IV we investigate the vectorlike coherent states for the Poincaré group
with the Lorentz stability group. In Sec. V we find the hyperbolic coherent states for the \(\operatorname{SU}(1,1)\) group. In Sec. VI we briefly discuss the results.

\section*{II. THE EXTENSION PROBLEM FOR REPRESENTATIONS OF G}

To explain some characteristic features of the coherent states with a noncompact stability group let us begin with an elementary but very pedagogical example of the special nilpotent group the (Heisenberg-Weyl \({ }^{2,5}\) group). The Lie algebra of this group is generated by \(\hat{q}, \hat{p}\), and \(\hat{e}:[\hat{q}, \hat{p}]=i \hat{e}\), \([\hat{e}, \hat{q}]=[\hat{e}, \hat{p}]=0\). The unitary representation of the Heisen-berg-Weyl group, labeled by a real number \(\lambda\), is given via the Stone \({ }^{26}\) and von Neumann \({ }^{27}\) theorems by
\[
U_{\lambda}(x, p, \phi)=\exp [i(\lambda \phi I+p \hat{q}-x \hat{p})] .
\]

Here \(\hat{q}\) and \(\hat{p}\) are unbounded self-adjoint with domains dense in the underlying Hilbert space \(\mathscr{H}\), while \(I\) is the identity and \(\hat{e}=\lambda I\). For simplicity we choose \(\lambda=1\), i.e., \(\hat{e}=I\). Note that the group space is the product \(S^{1} \times \mathbb{R}^{2}\).

Now, the "classical" set of coherent states is obtained by choosing the compact phase group \(\exp (i \phi)\) as the stability group, by fixing its eigenvector, and finally by the action of the operator \(U(x, p, \phi)\) on this eigenvector. As a result one obtains a set of states parametrized by the points of the coset space \(S^{1} \times \mathbb{R}^{2} / S^{1} \simeq \mathbb{R}\), i.e., by points of the plane ( \(x, p\) ).

Now, let us look for another choice of the stability subgroup, namely, the subgroup generated by \(\hat{q}\) and \(\hat{e}\) : \(\exp [i(\phi I+p \hat{q})]\). The eigenvectors of this group do not belong to the Hilbert space \(\mathscr{H}\), but rather to the space of tempered distributions \(S^{\prime}\) [ the space of continuous linear functionals over some nuclear subspace \(S\) of \(\mathscr{H}\) (see Ref. 28)]. They are simply the position operator eigenstates: \(\hat{q}|q\rangle=q|q\rangle\). Therefore we extend the unitary representation of the Heisenberg-Weyl group from \(\mathscr{H}\) to \(S^{\prime}\) with help of the duality of \(S\) and \(S^{\prime}\). Finally, by the action of the extended operator \(U\) on \(|q\rangle\) we obtain the set of "coherent states" \(|q+x\rangle, q\) fixed:
\[
\begin{aligned}
& \exp [i(\phi I+p \hat{q}-x \hat{p})]|q\rangle \\
& \quad=\exp [i(\phi+x p / 2+p q)]|q+x\rangle
\end{aligned}
\]
we have \(q=0\) without loss of generality. As the result we
obtain again the eigenstates of \(\hat{q}\); they correspond to the points of the coset space \(S^{1} \times \mathbb{R}^{2} / S^{1} \times \mathbb{R}^{1} \simeq \mathbb{R}^{1}\) and lie outside the Hilbert space \(\mathscr{H}\).

Some remarks follow from the above example.
(i) The noncompactness of the stability group \(H\) causes the nonexistence of \(H\)-invariant irreducible subspaces in \(\mathscr{H}\). \({ }^{14}\)
(ii) We have to extend the underlying space \(\mathscr{H}\) appropriately as well as the representation \(U(G)\) in order to find the \(H\)-invariant subspace.
(iii) By the group action on an \(H\)-invariant subspace we obtain the set of generalized coherent states lying outside the initial representation space \(\mathscr{H}\).

We are going to show that such a construction can be done for many groups. As above, \(G\) is a Lie group, \(H\) its proper subgroup, and \(U(G)\) is a unitary representation of \(G\) acting in the Hilbert space \(\mathscr{H}\). Both \(G\) and \(H\) may be noncompact. Let us denote by \(D \subset \mathscr{H}\) a set of differentiable (or analytic) vectors of the representation \(U(G)\). For several cases, the set \(D\) is nuclear so \(D^{\prime}\), the set of all continuous linear functionals on \(D\), is a natural and minimal domain for working with algebraic infinitesimal methods, especially if operators with a continuous spectra should be diagonalized. This is strongly related to the problem of subduction \(U(G) \downarrow H\) with a noncompact \(H\) as well as with reduction of \(U(H)\) to the block-diagonal form. Now, having the Gel-'fand-like triple \({ }^{28} D \subset \mathscr{H} \subset D^{\prime}\) we can extend by duality the representation \(U(G)\) to \(U^{\prime}(G)\) acting in \(D^{\prime}\). As was shown by Nagel and Lindbland, \({ }^{14}\) an unusual property of \(U^{\prime}(G)\) is that the subduced representation \(U^{\prime}(H)=U^{\prime}(G) \downarrow H\), with a noncompact \(H\), contains, in general, a number of "redundant" unitary as well as nonunitary representations of \(H\) which do not appear in \(U(H)=U(G) \downarrow H\). Only for compact \(H\) do the representations \(U^{\prime}(H)\) and \(U(H)\) always have the same representation content. \({ }^{14}\) In this latter case, \(H\)-invariant subspaces always belong to \(\mathscr{H}\), so there is no reason to extend the representation space to \(D^{\prime}\); this is just the source of the simplification in the case of coherent states with a compact stability group. In the noncompact case we should find first a nuclear set \(D\) for \(U(G)\). In Ref. 14 it was shown that \(D\) is nuclear at least for unitary irreducible representations of a large class of groups; namely, for semisimple \(G\) with finite center, semidirect product \(A \times K\), where \(A\) is Abelian while \(K\) is compact, nilpotent \(G\), and Poincaré-like groups (with \(m^{2}>0\) ).

\section*{III. THE VECTORLIKE COHERENT STATES}

This section is devoted to giving a general definition of the vectorlike coherent states and to studying their basic properties. To do this we use the technique of the nonlinear realizations of Lie groups of Coleman et al. \({ }^{29}\) and Salam and Strathdee. \({ }^{30}\) They define the (left) group action on the quotient space \(G / H\) using the decomposition of \(g=g_{G / H} h\), where \(h\) belongs to the subgroup \(H\), while \(g_{G / H}\) belongs to the part of \(G\) corresponding to \(G / H\). In the following we will denote \(g_{G / H}\) by \(\xi(x)\), where the \(x\) are coordinates in \(G / H\). The relation
\[
\begin{equation*}
g \xi(x)=\xi\left(x^{\prime}\right) h(g, x) \tag{1}
\end{equation*}
\]
defines the nonlinear transformation law for \(x\), that is, a transitive realization of \(G\) on \(G / H\). With the help of Eq. (1) it is possible to introduce a variety of realizations of \(G\) in the associated bundles ( \(G / H, V\) ), where \(V\) is a representation space for the subgroup \(H\), by the following transformation law \({ }^{29,30}\) :
\[
\begin{align*}
& g \xi(x)=\xi\left(x^{\prime}\right) h(g, x), \\
& \phi^{\prime}=D(h(g, x)) \phi, \tag{2}
\end{align*}
\]
where \(\phi \in V\) and \(D(H)\) is a linear representation of \(H\) acting in \(V\). Note that contrary to the action of \(G\) on \(G / H\) the corresponding action of \(G\) on \(V\) is not transitive; \(H\) acts on a orbit in \(V\) generated from a fixed vector, say, \(\phi^{0}\). Furthermore, if the stability group of \(\phi^{0}\) is the subgroup \(H^{0}\) of \(H\), we conclude that the manifold ( \(G / H, V\) ) splits into the sum of the manifolds ( \(G / H, H / H^{0}\) ) with a transitive group action. Now, let us define the "boost" from a fixed point ( \(x^{0}, \phi^{0}\) ) of the orbit ( \(G / H, H / H^{0}\) ) to an arbitrary one ( \(x, \phi\) ) by
\[
\begin{align*}
& g_{x \phi} \xi\left(x^{0}\right)=\xi(x) h_{x \phi},  \tag{3}\\
& D\left(h_{x \phi}\right) \phi^{0}=\phi .
\end{align*}
\]

Here \(h_{x \phi}=h\left(g_{x \phi}, x^{0}\right)\) [see Eq. (2)]. The boost \(g_{x \phi}\) is defined by Eq. (3) up to an arbitrary element of \(H^{0}\).

Let us assume that a unitary irreducible representation \(U(G)\) of \(G\) has in \(\mathscr{H}\) the set \(D\) of differentiable (or analytic) vectors which is dense in \(\mathscr{H}\) and nuclear. So we can extend \(U\) to \(U^{\prime}\) acting in \(D^{\prime}\) dual to \(D\). Next, let a set of vectors \(\left|x^{0}, \phi^{0}, k\right\rangle\) form the basis in a \(H^{0}\)-invariant linear submanifold of \(D^{\prime}\). So, under action of \(U^{\prime}\left(H^{0}\right)\),
\[
\begin{equation*}
U^{\prime}\left(h^{0}\right)\left|x^{0}, \phi^{0}, k\right\rangle=R_{k}^{j}\left(h^{0}\right)\left|x^{0}, \phi^{0}, j\right\rangle . \tag{4}
\end{equation*}
\]

Here \(h^{0} \in H^{0}\) and \(R\left(H^{0}\right)\) is a linear representation of \(H^{0}\). We define
\[
\begin{equation*}
|x, \phi, k\rangle:=U^{\prime}\left(g_{x \phi}\right)\left|x^{0}, \phi^{0}, k\right\rangle \tag{5}
\end{equation*}
\]

Using Eqs. (3)-(5) we obtain the transformation law for the above vectors. First, let us note that the group element \(h^{0}(g, x, \phi)\), defined by
\[
\begin{equation*}
h^{0}(g, x, \phi)=g_{x^{\prime} \phi^{\prime}}^{-1} g g_{x \phi}=h_{x^{\prime} \phi^{\prime}}^{-1} h(g, x) h_{x \phi}, \tag{6}
\end{equation*}
\]
belongs to \(H^{0}\). So by the use of the famous Wigner trick we have
\[
\begin{equation*}
U^{\prime}(g)|x, \phi, k\rangle=R_{k}^{j}\left[h^{0}(g, x, \phi)\right]\left|x^{\prime}, D\left(h_{x \phi}\right) \phi(x), j\right\rangle . \tag{7}
\end{equation*}
\]

Here \(x^{\prime}\) is given by Eq. (1). Now we are ready to give the definition of the generalized coherent states.

Definition: Let \(M \subset D^{\prime}\) be a linear manifold invariant under the action of the group \(H^{0} \subset H \subset G\), i.e.,
\[
\left.U^{\prime}\left(H^{0}\right)\left|x^{0}, \phi^{0}, k\right\rangle=R_{k}^{j}\left(H^{0}\right) \mid x^{0}, \phi^{0}, j\right)
\]
where \(\left|x^{0}, \phi^{0}, k\right\rangle\) forms a basis in \(M\) while \(R\left(H^{0}\right)\) is a linear representation of \(H^{0}\), but not the necessary unitary one. The set of vectors
\[
|x, \phi, k\rangle=U^{\prime}\left(g_{x \phi}\right)\left|x^{0}, \phi^{0}, k\right\rangle
\]
where \(x\) runs over \(G / H\), forms the system of so-called vectorlike coherent states of the type [ \(G \supset H \supset H^{0}, U(G), D(H)\), \(\left.R\left(H^{0}\right)\right]\). Note that for compact \(H^{0}=H\) and for a one-dimensional \(M \subset \mathscr{H}\) this definition coincides with the Perelomov one.

Some remarks are in order. First, the system of vectorlike coherent states is not always overcomplete in \(D^{\prime}\). A typical example was given in Sec. II: the set \(\{|x\rangle\}\) of the position operator eigenstates does not form an overcomplete basis in \(S^{\prime}\). However, at least for semisimple \(H^{0}\), the system of vectorlike coherent states is the complete one. The operator
\(E=\int_{G / H} d \mu(x) \int_{H / H^{0}} d \mu(\phi) \sum_{k, j} \Phi^{k j}|x, \phi, k\rangle\langle x, \phi, j|\),
where \(d \mu(x)\) and \(d \mu(\phi)\) are the left invariant measures on \(G / H\) and \(H / H^{0}\), respectively, is aninvariant operatorif there exists a \(\Phi\) such that
\[
\begin{equation*}
R^{\dagger}\left(H^{0}\right) \Phi R\left(H^{0}\right)=\Phi . \tag{9}
\end{equation*}
\]

This holds at least for semisimple \(H^{0}\) s. Consequently, irreducibility of \(U\) implies, via Schur's lemma, that \(E \simeq I\), so completeness holds.

In general, if there exists a \(\Phi\) satisfying condition (9), the distribution
\[
C_{k j}(x, \phi ; y, \psi):=\langle x, \phi, k \mid y, \psi, j\rangle
\]
behaves like a generalized reproducing kernel in the space of the distributions \(\langle\Psi \mid x, \phi, k\rangle\).

\section*{IV. VECTORLIKE COHERENT STATES FOR THE POINCARE GROUP}

In this section, we are going to construct a less trivial example, namely, we choose \(G=P\) (the Poincaré group), while \(H=H^{0}=L\) (the Lorentz group). In this case the quotient space \(P / L\) is simply the Minkowski space-time. Denoting by \(g=(\Lambda, a)\) a Poincaré group element, where the \(\Lambda\) are the pseudorotations and the \(a\) are the translations, we see that under the identification \(\xi(x)=(I, x)\) Eq. (1) takes the form
\[
(\Lambda, a)(I, x)=(\Lambda, \Lambda x+a),
\]
i.e., we obtain the standard Poincare group action on the Minkowski space:
\[
\begin{equation*}
x^{\prime}=\Lambda x+a . \tag{10}
\end{equation*}
\]

Now, to specify the coherent states, let us choose the representation \(D(L)\) as the trivial one, i.e., \(D(L)=I\) while the representation \(R(L)\) is assumed to be finite dimensional. The latter one is denoted below as \(D(\Lambda)\). Finally, the irreducible unitary representation \(U\) of \(P\) is taken as \(U^{m, s}\), where the mass square \(m^{2}>0\) and the spin \(s\) is fixed integer or halfinteger. So we have deal with coherent states of the type \(\left[P \supset L, U^{m, s}, D(L)\right]\).

The representation \(U^{m, s}\) can be uniquely extended \({ }^{31}\) from the Hilbert space \(\mathscr{H}\) to the space of tempered distributions \(S^{\prime}\) where it takes the famous Wigner form (we have omitted the superscript prime at \(U\) )
\[
\begin{align*}
& U(\Lambda, a)|p, \sigma ; m, s\rangle \\
& \left.\quad=\exp (i a p) \sum_{\tau=-s}^{s} \mathscr{D}^{s}\left(R_{\Lambda p}\right)_{\sigma}^{\tau} \backslash \Lambda p, \tau ; m, s\right\rangle . \tag{11}
\end{align*}
\]

Here \(a p=a^{v} p_{v}\), where \(p_{v}\) is the four-momentum, and \(\mathscr{D}^{s}\) denotes a representation of the \(\mathbf{S U}(2)\) group labeled by the spin value \(s\), while \(R_{\Lambda \rho}\) is the Wigner rotation.

Now, let us look for an \(L\)-invariant subspace \(M\) of the \(S^{\prime}\).

To do this let us expand the base vectors \(\left|x^{0}, k\right\rangle\), \(k=1,2, \ldots, \operatorname{dim} M\), of \(M\) on the complete set of the vectors \(|p, \sigma ; m, s\rangle\) :
\[
\begin{equation*}
\left|x^{0}, k\right\rangle=\int d \mu(p) \sum_{\sigma=-s}^{s} u_{k}(p, \sigma)|p, \sigma ; m, s\rangle \tag{12}
\end{equation*}
\]

Here \(d \mu(p)=\theta(p) \delta\left(p^{2}-m^{2}\right) d^{4} p\). Because of the assumption
\[
\begin{equation*}
U(\Lambda, 0)\left|x^{0}, k\right\rangle=D_{k}^{j}(\Lambda)\left|x^{0}, j\right\rangle \tag{13}
\end{equation*}
\]
we obtain from Eqs. (11) and (12) the consistency condition for the expansion coefficients \(\mu(p)=\left[\mu_{k}(p, \sigma)\right]\) :
\[
\begin{equation*}
u(\Lambda p)=D\left(\Lambda^{-1}\right) \mu(p) \mathscr{D}^{s}\left(R_{\Lambda \rho}\right) \tag{14}
\end{equation*}
\]

The set of the vectorlike coherent states is now obtained from a vector \(\left|x^{0}, k\right\rangle\) by the action of the unitary operator \(U(I, x)\) :
\[
\begin{align*}
|x, k\rangle & =U(I, x)\left|x^{0}, k\right\rangle \\
& =\int d \mu(p) \sum_{\sigma=-s}^{s} \exp (i x p) \times \mu_{k}(p, \sigma)|p, \sigma ; m, s\rangle \tag{15}
\end{align*}
\]

Obviously we can choose \(x^{0}=0\). It is a matter of direct verification that the vectorlike coherent states (15) are simply obtainable from the vacuum state \(|0\rangle\) by action of a local field operator, say, \(\phi_{k}(x)\). The coefficients \(\mu_{k}(p, \sigma)\), satisfying the consistency condition (14), play the role of amplitudes in the Fourier expansion of \(\phi_{k}(x)\). Consequently, the scalar product of two coherent states gives in this case the two-point Wightman function
\[
\begin{align*}
& \left\langle\bar{\phi}_{k}(x) \mid \phi_{j}(y)\right\rangle \\
& \quad=(2 \pi)^{3} \bar{u}\left(-i \partial_{v}\right)_{k} \mu\left(-i \partial_{v}\right)_{j} \Delta_{+}(x-y ; m) \tag{16}
\end{align*}
\]
where \(\bar{u}\) denotes the Dirac conjugation of \(u\) and
\[
\Delta_{+}(x)=(2 \pi)^{-3} \int d \mu(p) \exp (-i x p)
\]

Concluding, the vectorlike coherent states for the Poincare group describe a free quantum motion of a relativistic particle with mass \(m\) and spin \(s\).

\section*{V. HYPERBOLIC COHERENT STATES FOR SU(1,1)}

As was claimed in Sec. II, for unitary representations of semisimple groups with a finite center, the set of differentiable vectors is dense and nuclear in the Hilbert space \(\mathscr{H}\). The simplest example is given by the special pseudounitary group \(\operatorname{SU}(1,1)\). Now, we construct for this group the set of coherent states of the type \((\operatorname{SU}(1,1) \supset S O(1,1)\), \(\left.U^{\Phi, E_{0}}, D[S O(1,1)]\right)\), namely, we choose \(G=\operatorname{SU}(1,1)\), \(H=H^{0}=\operatorname{SO}(1,1), D(H)=I, R\left(H^{0}\right)=D_{\lambda}[\mathrm{SO}(1,1)]\), and \(U=U^{\Phi, E_{0}}\). Here \(\mathbf{S O}(1,1)\) is the hyperbolic subgroup of \(\operatorname{SU}(1,1)\) while \(D_{\lambda}\) is a one-dimensional representation of SO ( 1,1 ) labeled by the real number \(\lambda\). The \(U^{\Phi, E_{i}}\) denotes the unitary representation of \(S U(1,1)\) fixed by the real numbers \(\Phi\) and \(E_{0} \cdot{ }^{32}\) According to the standard procedure \({ }^{32}\) the base vectors in the representation space of \(S U(1,1)\) can be chosen as the monomials of two complex variables \(\zeta_{\epsilon}, \epsilon=1,2\) :
\[
\begin{equation*}
|\Phi, m\rangle=N_{m}\left(\zeta_{1} \zeta_{2}\right)^{\Phi}\binom{\zeta_{1}}{\zeta_{2}}^{E_{1}+m} \tag{17}
\end{equation*}
\]

Here \(m\) is the eigenvalue of the generator of the \(\mathrm{SO}(2)\) sub-
group while the normalization factor \(N_{m}=1\) for the principal series of representations and \(N_{m}=\left[\Gamma\left(m+E_{0}-\Phi\right) /\right.\) \(\left.\Gamma\left(m+E_{0}+\Phi+1\right)\right]^{1 / 2}\) for the other ones. \({ }^{32}\) Under the global \(\mathrm{SU}(1,1)\) transformation, \(\zeta_{\epsilon}\) behaves as a spinor:
\[
\binom{\zeta_{1}}{\zeta_{2}}^{\prime}=\left(\begin{array}{ll}
\alpha & \beta  \tag{18}\\
\bar{\beta} & \bar{\alpha}
\end{array}\right)\binom{\zeta_{1}}{\zeta_{2}}
\]
with \(|\alpha|^{2}-|\beta|^{2}=1\). The hyperbolic subgroup \(\mathrm{SO}(1,1)\) is generated by the differential operator \(K=\frac{1}{2}\left(\xi_{2} \partial_{1}-\zeta_{1} \partial_{2}\right)\), where \(\partial_{\epsilon}=\partial / \partial \zeta_{\epsilon}\).

Taking into account the homogeneity degree of vectors in an irreducible representation space, we obtain
\[
\begin{equation*}
|\Phi, \lambda\rangle=C_{\lambda}\left(\zeta_{1}+i \zeta_{2}\right)^{\Phi+i \lambda}\left(\zeta_{1}-i \zeta_{2}\right)^{\Phi-i \lambda} \tag{19}
\end{equation*}
\]
as the solution of the eigenvalue equation \(K|\Phi, \lambda\rangle\) \(=\lambda|\Phi, \lambda\rangle, \lambda \in \mathbb{R}\). Here \(C_{\lambda}\) is a normalization factor. Now, we can follow the usual procedure to construct the coherent states. We use the following parametrization of the cosets \(\operatorname{SU}(1,1) / \mathrm{SO}(1,1)\) :
\[
\mathrm{SU}(1,1) / \mathrm{SO}(1,1) \sim\left\{\left(\begin{array}{ll}
z & \omega  \tag{20}\\
\omega & \bar{z}
\end{array}\right)\right\}
\]
where \(\omega \in \mathbb{R}, z \in \mathbb{C}\), and \(|z|^{2}-\omega^{2}=1\). Let us begin with the construction of the hyperbolic coherent states \(|\Phi, \lambda ; z, \omega\rangle\) for the discrete series \(D^{+}\)of the unitary representations of \(\mathrm{SU}(1,1)\). In this case, \(E_{0}=-\Phi>0\) and \(m=0,1,2, \ldots\). Using Eqs. (18) and (19), we obtain
\[
\begin{align*}
|\Phi, \lambda ; z, \omega\rangle= & U^{\prime}(z, \omega)|\Phi, \lambda\rangle \\
= & C_{\lambda} i^{2 i \lambda}(z+i \omega)^{\Phi+i \lambda}(z-i \omega)^{\Phi-i \lambda} \\
& \times \zeta_{2}^{2 \Phi}\left[1-i \zeta_{1}(\bar{z}-i \omega) / \zeta_{2}(z-i \omega)\right]^{\Phi+i \lambda} \\
& \times\left[1+i \zeta_{1}(\bar{z}+i \omega) / \zeta_{2}(z-i \omega)\right]^{\Phi-i \lambda} . \tag{21}
\end{align*}
\]

The right-hand side can be expanded with help of the formula \({ }^{33}\)
\[
\begin{aligned}
& (1-s)^{p-q}(1-s+s z)^{-p} \\
& \quad=\sum_{n=o}^{\infty} s^{n}\binom{q-n-1}{n} F(-n, p, q ; z)
\end{aligned}
\]
where \(F\) is the hypergeometric function. As a result we obtain
\[
\begin{align*}
|\Phi, \lambda ; z, \omega\rangle= & C_{\lambda} e^{-\pi \lambda} \Gamma(-2 \Phi)^{-1}(z+i \omega)^{\Phi+i \lambda}(z-i \omega)^{\Phi-i \lambda} \sum_{m=0} i^{m}(\bar{z}-i \omega)^{m}(z-i \omega)^{-m} \Gamma(m-2 \Phi)^{1 / 2} \Gamma(m+1)^{-1 / 2} \\
& \times F\left(-m,-\Phi+i \lambda,-2 \Phi ; 2[1-i \omega(z+\bar{z})]^{-1}\right)|\Phi, m\rangle \tag{22}
\end{align*}
\]

The scalar product of two coherent states reads
\[
\begin{equation*}
\left\langle\Phi, \lambda^{\prime} ; z^{\prime}, \omega^{\prime} \mid \Phi, \lambda, ; z, \omega\right\rangle=\bar{C}_{\lambda}, C_{\lambda} \Gamma(-2 \Phi) w^{i\left(\lambda-\lambda^{\prime}\right)} \boldsymbol{x}^{\Phi+i \lambda^{\prime}} \boldsymbol{y}^{\Phi-i \lambda} F\left(-\Phi-i \lambda^{\prime},-\Phi+i \lambda,-2 \Phi ; 4(x y)^{-1}\right), \tag{23}
\end{equation*}
\]
where
\[
\begin{aligned}
& w=z \bar{z}^{\prime}-\bar{z} z^{\prime}+i \omega\left(z^{\prime}+\bar{z}^{\prime}\right)-i \omega^{\prime}(z+\bar{z}) \\
& x=z \bar{z}^{\prime}+\bar{z} z^{\prime}-2 \omega \omega^{\prime}-i \omega\left(z^{\prime}-\bar{z}^{\prime}\right)+i \omega^{\prime}(z-\bar{z}) \\
& y=z \bar{z}^{\prime}+\bar{z} z^{\prime}-2 \omega \omega^{\prime}+i \omega\left(z^{\prime}-\bar{z}^{\prime}\right)-i \omega^{\prime}(z-\bar{z})
\end{aligned}
\]

An analogous procedure for the principal and supplementary series gives
\[
\begin{align*}
|\Phi, \lambda ; z, \omega\rangle= & C_{\lambda} i^{\Phi+E_{0}}[1+i \omega(z+\bar{z})]^{\Phi}\left[-\frac{z+i \omega}{z-i \omega}\right]^{i \lambda}\left[\frac{\bar{z}+i \omega}{z-i \omega}\right]^{E_{0}} \sum_{\substack{n=0 \\
m=0}}^{\infty} i^{n-m}\left[\frac{\bar{z}-i \omega}{z+i \omega}\right]^{n}\left[\frac{\bar{z}+i \omega}{z-i \omega}\right]^{m} \\
& \times\binom{ E_{0}-\Phi+n-1}{n}\binom{\Phi+E_{0}}{m} N_{n-m}^{-1} F\left(-n, E_{0}+i \lambda, E_{0}-\Phi ; 2[1-i \omega(z+\bar{z})]^{-1}\right)|\Phi, n-m\rangle . \tag{24}
\end{align*}
\]

Here \({ }^{32}\) for the principal series \(\Phi=-\frac{1}{2}+i \chi, \chi \in \mathbb{R}_{+}\), \(-\frac{1}{2}<E_{0}<\frac{1}{2}, m=0, \pm 1, \ldots\), and for the supplementary series \(\quad \Phi \in \mathbb{R}, \quad-\frac{1}{2}<E_{0}<\frac{1}{2}, \quad\left|\Phi+\frac{1}{2}\right|<\frac{1}{2}-\left|E_{0}\right|, \quad \mid m=0\), \(\pm 1, \pm 2, \ldots\).

To our knowledge, the hyperbolic coherent states for \(\mathbf{S U}(1,1)\) were not investigated in the literature [the elliptic coherent states with the stability group \(\mathrm{SO}(2)\) are exhaustively discussed in Ref. 9 ; they were first introduced by Perelomov \({ }^{4}\) and Gilmore \({ }^{34}\) ].

\section*{VI. DISCUSSION}

As follows from the specific examples we have discussed in Secs. II, IV, and V, the properties of the introduced coherent states strongly depend on the defining groups. This holds because the class of noncompact groups is too rich to give universal properties for the corresponding coherent states. A
typical example is given in Sec. II: The position operator eigenvectors \(|x\rangle\) are orthonormal and form a complete (not overcomplete) set in \(S^{\prime}\), contrary to the coherent states with a compact stability group. As a consequence, no representation of operators by symbols exists.

A somewhat different situation is the case of the vectorlike coherent states for the Poincaré group (Sec. IV). These states are normalized to matrix elements of the projector on the positive energy subspace (with a fixed mass) of the Hilbert space of square-integrable functions with respect to the measure \(d^{4} x\). Furthermore, this sytem is also complete rather than overcomplete.

Finally, the hyperbolic coherent states of the type \(\mathrm{SU}(1,1) / \mathrm{SO}(1,1)\) (Sec. V ) form a nonorthogonal and overcomplete set of vectors [compare Eq. (23)].

Summarizing, some properties universal in the case of
compact groups do not necessarily hold for noncompact stability groups. Some possible relations between the group type and properties of the vectorlike coherent states are under investigation.

Now, let us discuss a possible physical application of the introduced states. To do this, let us consider first a simple extension of the example given in Sec. II, i.e., the coherent states for a special solvable group \(N\) generated by \(\hat{q}, \hat{p}, \hat{e}\), and \(\hat{H}\). The generator \(\widehat{H}\), interpreted as the harmonic oscillator Hamiltonian, satisfies \([\hat{H}, \hat{q}]=-i \hat{p}, \quad[\hat{H}, \hat{p}]=i \hat{q}, \quad\) and \([\hat{H}, \hat{e}]=0\).

We choose the noncompact group generated by \(\hat{q}\) and \(\hat{e}\) as the stability group \(H\). Thus the stable vectors of \(H\) are the position operator eigenvectors \(|x\rangle\), i.e., they lie out of the underlying Hilbert space of the unitary representation of \(N\). The set of coherent states has the form
\[
\begin{aligned}
|t, x+y\rangle & =\exp [i t \hat{H}] \exp [i y \hat{p}]|x\rangle \\
& =\exp [i t \hat{H}]|x+y\rangle \equiv|t, q\rangle
\end{aligned}
\]
i.e., they describe the time evolution of \(|q\rangle\) in the Schrödinger picture. Consequently the scalar product of two coherent states \(\left\langle q^{\prime}, t^{\prime} \mid q, t\right\rangle\) is simply the propagation function for the quantum oscillator between two space-time points ( \(q^{\prime}, t^{\prime}\) ) and ( \(q, t\) ).

A quite similar situation arises in the case of the vectorlike coherent states for the Poincaré group (Sec. IV): The coherent states defined by Eq. (15) are simply the relativis-tic-covariant wave functions of free quantum particles with spin in the coordinate representation. Therefore, their scalar product (16) gives a two-point Wightman function of the corresponding free quantum field theory.

The above examples suggest that in terms of vectorlike coherent states it is possible to describe the quantum motion of particles in homogeneous space-times \(M=G / H\). A typical example is the de Sitter space-time \(\operatorname{SO}(4,1) / \mathrm{SO}(3,1)\) and the anti-de Sitter space-time \(\operatorname{SO}(3,2) / \mathrm{SO}(3,1)\) and their supersymmetric counterparts. \({ }^{35}\) In that spirit the generalized coherent states can be applied to the Kaluza-Klein cosmologies-our investigations in this direction are in progress.
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It is shown that the cocycles of extension of one massless representation of the Poincaré group \(\mathscr{P}_{3}\) in \(2+1\) dimensions by the tensor product of \(n\) massless representations are coboundaries when the space of the representation is the space of the \(C^{\infty}\) functions on \(\mathbb{R}^{2}\) rapidly decreasing at infinity and at the origin. As a direct consequence, the equivalence classes of formal nonlinear representations of \(\mathscr{P}_{3}\) with an irreducible physical representation as linear term are isomorphic to the classes of extension of the linear term by its symmetrical tensor product of order 2.

\section*{I. INTRODUCTION}

It has been shown in a previous paper that the Poincaré group \(\mathscr{P}_{3}\) in \(2+1\) dimensions has nonlinear formal representations as defined in the general theory of Ref. 1. These representations started with massless representations as the initial linear term and were indexed by distribution in \(\mathscr{D}^{\prime}\) ( \(] 0,1[\) ) characterizing the classes of extension of the initial representation by its symmetrical tensor product.

Essentially the proof lies in recurrently exhibiting a particular solution verifying some conditions of support of the \(n\)th obstructive equation, but we completely discarded the possible contributions of the solutions of the homogeneous equations. These solutions are nothing but the cocycles of extension of the initial linear representation by its symmetrical tensor power of order \(n\). Their contribution will only be effective if they are nontrivial cocycles. For, in the opposite case, we can get rid off of them, at least formally, by a sequence of formal nonlinear transforms, each of which modifies a given term of the formal expansion by a well-determined coboundary (see Appendix B). Since we are only concerned with classes of equivalent representations, we could then speak of the uniqueness of the representations in Ref. 2.

The purpose of this paper is precisely to prove that this situation is the actual one, at least if we conveniently redefine the representations spaces. In so far as the spaces \(\mathscr{S}_{\eta}\) introduced below densely contain the spaces \(\mathscr{D}_{\eta}\) of Ref. 2 , we do not find too high the price we have paid.

Strictly speaking, we should again prove the results of Sec. III in Ref. 2. But the reader will convince himself that the cohomological considerations of Ref. 2 are meaningful for the new spaces provided we index the equivalence classes by distributions in \(\mathscr{D}^{\prime}([0,1])\).

Let us begin now by recalling the basic factors about \(\mathscr{P}_{3}\), its massless irreducible representations, and the cohomology of extensions concerned with it.

Let \(M_{3}\) be the three-dimensional Minkowski space, \(\widehat{\boldsymbol{M}}_{3}\) its dual, \(C_{+}\)the future cone without the origin in \(\widehat{M}_{3}\), and \(\omega\) the point of \(C_{+}\)with coordinates ( \(1 / 2,0,-1 / 2\) ). With any \(k \in C_{+}\), we associate \(\Lambda_{k} \in \operatorname{SL}(2, \mathbb{R})\) such that
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\[
\begin{equation*}
k=\Lambda_{k}^{-1} \cdot \omega \tag{1.1}
\end{equation*}
\]
where \(\Lambda_{k}\) is given by
\[
\Lambda_{k}=\left|\begin{array}{cc}
\exp t & 0 \\
0 & \exp (-t)
\end{array}\right|\left|\begin{array}{cc}
\cos \varphi & \sin \varphi  \tag{1.2}\\
-\sin \varphi & \cos \varphi
\end{array}\right|,
\]

The Minkowskian coordinates of \(k\) are written in terms of ( \(t, \varphi\) ):
\[
\begin{align*}
& k_{0}=\frac{1}{2} \exp (-2 t), \quad k_{1}=\frac{1}{2} \exp (-2 t) \sin 2 \varphi, \\
& k_{2}=-\frac{1}{2} \exp (-2 t) \cos 2 \varphi \tag{1.3}
\end{align*}
\]

In the following we mark the point \(k\) of \(C_{+}\)by \(\mathbf{k}=\left(k_{1} k_{2}\right)\) or the parameters \((t, \varphi)\) indifferently.

We define linear topological spaces \(\mathscr{S}_{\eta}, \eta=0,1\) : \(f(t, \varphi) \in \mathscr{S}_{\eta}\) if:
(i) \(f(t, \varphi)\) is \(C^{\infty}\) in \(t, \varphi\);
(ii) \(\hat{f}(t, \varphi)=(\operatorname{sgn} \varphi)^{\eta} f(t, \varphi-\pi / 2 \operatorname{sgn} \varphi)\) is \(C^{\infty}\) in \(t, \varphi\);
(iii) for any integer \(r\) we have
\[
\sup _{\substack{t \in \mathbb{R} \\-\pi / 2 \measuredangle \varphi \leqslant \pi / 2}}(\operatorname{ch} 2 t)^{r}\left|\frac{\partial^{p+q} f}{\partial t^{p} \partial \varphi^{q}}(t, \varphi)\right|<\infty ;
\]
(iv) a sequence \(f_{n}(t, \varphi)\) converges to zero in \(\mathscr{S}_{\eta}\) if, for any integer \(r\)
\[
\lim _{n \rightarrow \infty} \sup _{\substack{t \in \mathbb{R} \\-\pi / 2<\varphi<\pi / 2 \\ p+q<r}}(\operatorname{ch} 2 t)^{r}\left|\frac{\partial^{p+q} f_{n}}{\partial t^{p} \partial \varphi^{q}}(t, \varphi)\right|=0
\]
\(\mathscr{S}_{0}\) can be identified with the space of \(C^{\infty}\) functions in \(\mathbb{R}^{2}\) rapidly decreasing at infinity and at the origin.
\(\mathscr{S}_{1}\) is isomorphic to \(\mathscr{S}_{0}\) : if \(f \in \mathscr{S}_{1}\), then \(\exp (i \varphi) f \in \mathscr{S}_{0}\). Consequently, if \(T \in \mathscr{S}_{i}, \exp (-i \varphi) T \in \mathscr{S}_{0}^{\prime} \cdot \mathscr{S}_{0}\left(\mathscr{S}_{1}\right)\) is obviously nuclear.
\(\mathscr{S}_{\eta}\) are \(K\left(M_{p}\right)\) spaces, with properties \((P)\) and \((N)\) as defined in Ref. 3.

Let \(V_{\eta}\) be the representation of \(\mathscr{P}_{3}\) in \(\mathscr{S}_{\eta}\) defined by
\[
\begin{align*}
& f(\mathbf{k}) \rightarrow \exp i(a, k\rangle \epsilon^{\eta}(\Lambda, k) f\left(\mathbf{\Lambda}^{-1} \mathbf{k}\right), \\
& a \in \mathbb{R}^{3} \quad \Lambda \in \operatorname{SL}(2, \mathbb{R}) \tag{1.4}
\end{align*}
\]
where \(\langle a, k\rangle\) is the Minkowskian scalar product and
\[
\epsilon(\Lambda, k)=\operatorname{sgn}(\delta-\beta \operatorname{tg} \varphi), \quad \Lambda=\left|\begin{array}{cc}
\alpha & \beta  \tag{1.5}\\
\gamma & \delta
\end{array}\right| \in \operatorname{SL}(2, \mathbb{R})
\]

Here, \(V_{\eta}\) is the restriction to \(\mathscr{S}_{\eta}\) of the unitary massless representation of \(\mathscr{P}_{3}\) with helicity \(\eta / 2\).

We are looking for mappings \(Z(g) \in\) \(\mathscr{L}\left(\mathscr{S}_{\eta_{1}} \otimes \cdots \otimes \mathscr{S}_{\eta_{n}}, \mathscr{S}_{\eta}\right), g \in \mathscr{P}_{3}\) satisfying the following cohomological equation:
\[
\begin{equation*}
Z\left(g g^{\prime}\right)=Z(g)+V_{\eta}(g) Z\left(g^{\prime}\right) V_{\eta_{1} \cdots \eta_{n}}^{-1}(g), \quad g, g^{\prime} \in \mathscr{P}_{3} \tag{1.6}
\end{equation*}
\]
where \(V_{\eta_{1} \cdots \eta_{n}}(g)\) stands for \(V_{\eta_{1}}(g) \otimes \cdots \otimes V_{\eta_{n}}(g)\). Similarly we will use \(\mathscr{S}_{\eta_{1} \cdots \eta_{n}}\) instead of \(\mathscr{S}_{\eta_{1}} \otimes \cdots \otimes \mathscr{S}_{\eta_{n}}\). Here, \(Z(g)\) defines an extension of \(V_{\eta}(g)\) by \(V_{\eta_{1} \cdots \eta_{n}}(g)\). We are interested only in nontrivial extensions and we will identify two solutions of (1.6) when their difference is a coboundary, i.e., a particular solution of (1.6) written:
\(Z(g)=A-V_{\eta}(g) A V_{\eta_{1} \cdots \eta_{n}}^{-1}(g), \quad A \in \mathscr{L}\left(\mathscr{S}_{\eta_{1} \cdots \eta_{n}}, \mathscr{S}_{\eta}\right)\).
Accordingly, we do not restrict the generality in assuming \(Z(g)\) equal to zero on \(\mathrm{SO}(2)\), the compact subgroup of SL( \(2, \mathbb{R}\) ).

Lemma 1.1: Under this condition, the solutions of (1.6) are identically zero when \(\eta+\eta_{1}+\cdots+\eta_{n}=0, \bmod 2\).

Proof: \((0,-I) \in \mathrm{SO}(2)\) and \((0,-I) g(0,-I)=g\). A repeated use of (1.6) gives
\[
\begin{aligned}
Z(g) & =V_{\eta}(0,-I) Z(g) V_{\eta_{1} \cdots \eta_{n}}(0,-I) \\
& =(-1)^{\eta+\eta_{1}+\cdots+\eta_{n}} Z(g)
\end{aligned}
\]

In the following, we shall find it convenient to associate with \(Z(g)\) the distribution \(Z_{k}(g) \in \mathscr{S} \eta_{1} \cdots \eta_{n}\), defined by
\[
\begin{equation*}
\left(Z_{\mathbf{k}}(g), f\right)=(Z(g) f)(\mathbf{k}), \quad f \in \mathscr{S}_{\eta_{1} \cdots \eta_{\mathrm{g}}} \tag{1.7}
\end{equation*}
\]

The cohomological equation (1.6) now reads
\[
\begin{align*}
Z_{\mathbf{k}}\left((a, \Lambda)\left(a^{\prime}, \Lambda^{\prime}\right)\right)= & Z_{\mathbf{k}}(a, \Lambda)+\exp i\langle a, k\rangle \epsilon^{\eta}(\Lambda, k) \\
& \times Z_{\Lambda^{-1} \mathbf{k}}\left(a^{\prime}, \Lambda^{\prime}\right) V_{\eta_{1} \cdots \eta_{n}}^{-1}(a, \Lambda) \tag{1.8}
\end{align*}
\]

Let \(\Gamma_{\omega}\) be the stabilizer of \(\omega\) in \(\operatorname{SL}(2, \mathbb{R})\); then \(h_{k}(\Lambda)=\Lambda_{k} \Lambda \Lambda_{\Lambda^{-1} k}^{-1}\) belongs to \(\Gamma_{\omega}\), and we have
\[
\left(0, \Lambda_{k}\right)(a, \Lambda)=\left(\Lambda_{k} a, h_{k}(\Lambda)\right)\left(0, \Lambda_{\Lambda^{--} k}\right)
\]

Applying (1.8) to this identity, we get the following expression of \(\boldsymbol{Z}_{\mathbf{k}}(a, \Lambda)\) :
\[
\begin{align*}
Z_{\mathbf{k}}(a, \Lambda)= & Z_{\omega}\left(\Lambda_{k} a, h_{k}(\Lambda)\right) V_{\eta_{1} \cdots \eta_{n}}\left(0, \Lambda_{k}\right) \\
& -Z_{\omega}\left(0, \Lambda_{k}\right) V_{\eta_{1} \cdots \eta_{n}}\left(0, \Lambda_{k}\right) \\
& +\exp i\langle a, k\rangle \epsilon^{\eta}(\Lambda, k) Z_{\omega}\left(0, \Lambda_{\Lambda^{-1} k}\right) \\
& \times V_{\eta_{1} \cdots \eta_{n}}\left(0, \Lambda_{\Lambda^{-1} k}\right) V_{\eta_{1} \cdots \eta_{n}}^{-1}(a, \Lambda) \tag{1.9}
\end{align*}
\]

This formula brings back the solution of (1.6) to the determination of \(Z_{\omega}(a, \Lambda)\) for \(a \in \mathbb{R}^{3}, \Lambda \in \Gamma_{\omega}\). According to Lemma 1.1, we are concerned only with \(\eta+\eta_{1}+\cdots+\eta_{n}=0, \bmod 2\).

\section*{II. TRIVIALITY OF \(\mathbf{Z}(a, \boldsymbol{n})\)}

Lemma 2.1: There exists \(T \in \mathscr{S}_{\eta_{1} \cdots \eta_{n}}\) such that
\[
\begin{equation*}
Z_{\omega}(a, I)=T-\exp i\langle a, \omega\rangle T V_{\eta_{1} \cdots \eta_{n}}^{-1}(a, I) \tag{2.1}
\end{equation*}
\]

Proof: It is sufficient to prove (2.1) for \(\eta_{i}=0\), \(i=1, \ldots, n . \quad\) Indeed \(\quad Z_{\omega}(a, I) \in \mathscr{S}_{\eta_{1} \cdots \eta_{n}}^{\prime}\) and therefore \(Z_{\omega}(a, I) \exp \left(-i \Sigma_{1}^{n} \eta_{i} \varphi_{i}\right) \in \mathscr{S}_{0 \cdots 0}^{j}\). Furthermore, \(\quad V_{\eta_{1} \cdots \eta_{n}}\)
( \(a, I\) ) does not depend on the \(\eta_{i}\) 's and commutes with the multiplication by \(\exp \left(-i \sum_{1}^{n} \eta_{i} \varphi_{i}\right)\).

Let us introduce
\[
\zeta_{\mu}=\left.\frac{\partial}{\partial a_{\mu}} Z_{\omega}(a, I)\right|_{a=0}, \quad \mu=0,1,2
\]

The abelianness of the translations and Eq. (1.6) imply
\[
\begin{equation*}
\left(\omega_{\mu}-\sum_{1}^{n} k_{i, \mu}\right) \zeta_{v}=\left(\omega_{v}-\sum_{1}^{n} k_{i, \nu}\right) \zeta_{\mu}, \quad \mu, v=0,1,2 \tag{2.2}
\end{equation*}
\]

If (2.1) is true, we have
\[
\begin{equation*}
\left(\omega_{\mu}-\sum_{i}^{n} k_{i, \mu}\right) T=i \zeta_{\mu} \tag{2.3}
\end{equation*}
\]

Let us multiply the equation for \(\mu=0\) by a function \(f\) written as
\(f=P_{0}+\Sigma\left|k_{i}\right| P_{i}+\sum_{i<j}\left|k_{i}\right|\left|k_{j}\right| P_{i j}+\cdots+\prod_{i=1}^{n}\left|k_{i}\right| R\),
where \(P_{0}, P_{i}, P_{i j}, \ldots, R\) are polynomials in the components of \(\mathbf{k}_{1} \cdots \mathbf{k}_{n}\), determined by requiring that
\[
f\left(1-\sum_{i}^{n}\left|k_{i}\right|\right)
\]
is also a polynomial in the components of \(\mathbf{k}_{1}, \ldots, \mathbf{k}_{n}\). It is easy to see that there exists such an \(f\) : the various polynomials verify a homogeneous linear system which contains one equation less than the number of unknowns.

The proof given in Ref. 4 of the divisibility of distributions by polynomials can be extended to the distributions of \(\mathscr{S}_{0 \cdots 0}^{\prime}\) with minor modifications. Therefore we can proceed essentially as in Ref. 5 for proving (2.1).

Proposition 2.1: Each equivalence class of solutions of (1.6) contains a cocycle equal to zero on the semidirect product \(\mathbb{R}^{3} \cdot \mathrm{SO}(2)\).

Proof: We get from (1.9)
\[
\begin{align*}
& Z_{\mathbf{k}}(a, I)=A_{\mathbf{k}}-\exp i\langle a, k\rangle A_{\mathbf{k}} V_{\eta_{1} \cdots \eta_{n}}^{-1}(a, I), \\
& A_{\mathrm{k}}=\left(T-Z_{\omega}\left(0, \Lambda_{k}\right)\right) V_{\eta_{1} \cdots \eta_{n}}\left(0, \Lambda_{k}\right) \tag{2.4}
\end{align*}
\]

We shall prove that \(\left(A_{\mathbf{k}}, f\right)\) is in \(\mathscr{S}_{\eta}\) for any \(f \in \mathscr{S}_{\eta_{1} \cdots \eta_{n}}\). This will be done in several steps, which adjust to the present topological spaces the method of Ref. 5.
(1) \(\left(A_{\mathbf{k}}, f\right)\) is \(C^{\infty}\) in \(t, \varphi\). For, on the one hand,
\[
Z_{\omega}\left(0, \Lambda_{k}\right)=Z_{\omega}\left(0,\left|\begin{array}{cc}
\exp t & 0 \\
0 & \exp (-t)
\end{array}\right|\right)
\]
and on the other hand, the elements of \(\mathscr{S}_{\eta_{1} \cdots \eta_{n}}\) are, by construction, differentiable vectors of the representation \(V_{\eta_{1} \cdots \eta_{n}}\).

\section*{(2) \(\left(\widehat{A_{\mathrm{k}}, f}\right)\) is \(C^{\infty}\) in \(t, \varphi\). Indeed,}
\[
V_{\eta_{1} \cdots \eta_{n}}\left(0,\left|\begin{array}{rr}
\cos \varphi & \sin \varphi \\
-\sin \varphi & \cos \varphi
\end{array}\right|\right)
\]
is replaced by
\((\operatorname{sgn} \varphi)^{\eta} V_{\eta_{1} \cdots \eta_{n}}\left(0, \operatorname{sgn} \varphi\left|\begin{array}{lr}\sin \varphi & -\cos \varphi \\ \cos \varphi & \sin \varphi\end{array}\right|\right)\)
\[
\begin{aligned}
= & V_{\eta_{1} \cdots \eta_{n}}\left(0,\left|\begin{array}{cc}
\cos \varphi & \sin \varphi \\
-\sin \varphi & \cos \varphi
\end{array}\right|\right)(\operatorname{sgn} \varphi)^{\eta} \\
& \times V_{\eta_{1} \cdots \eta_{n}}\left(0,\left|\begin{array}{cc}
0 & -\operatorname{sgn} \varphi \\
\operatorname{sgn} \varphi & 0
\end{array}\right|\right)
\end{aligned}
\]

By the action of
\[
V_{\eta_{1} \cdots \eta_{n}}\left(0,\left|\begin{array}{cc}
0 & -\operatorname{sgn} \varphi \\
\operatorname{sgn} \varphi & 0
\end{array}\right|\right)
\]
each \(f\) in \(\mathscr{S}_{\eta_{1} \cdots \eta_{n}}\) becomes \((\operatorname{sgn} \varphi)^{\eta_{1} \cdots \eta_{n}} f=(\operatorname{sgn} \varphi)^{\eta} \hat{f}\). Therefore
\[
\left(A_{\mathrm{k}}, f\right)=\left(A_{\mathrm{k}}, \hat{f}\right)
\]
and we conclude as above.
(3) Let \(X\) be an infinitesimal generator of \(\mathscr{P}_{3}\). Then, for each semi-norm \(q\) on \(\mathscr{S}_{\eta}\), we can find a semi-norm \(p\) such that
\[
q\left(\frac{d^{r}}{d u^{r}} V_{\eta}(\exp u X) f\right) \leqslant p(f) \exp c_{r}^{1}|u|, \quad f \in \mathscr{S}_{\eta}
\]
for some positive constant \(c_{r}^{1}\). This is true for \(r=0\) (cf. Ref. 5). We prove it for any \(r\) recurrently from the identity:
\[
\frac{d^{r}}{d u^{r}} V_{\eta}(\exp u X) f=\frac{d^{r-1}}{d u^{r-1}} V_{\eta}(\exp u X) d V_{\eta}(X) f,
\]
where \(d V_{\eta}(X)\) is a continuous operator on \(\mathscr{S}_{\eta}\).
Similarly, for each seminorm \(q\) on \(\mathscr{S}_{\eta_{1} \cdots \eta_{n}}\), we can find a seminorm \(p\) such that
\(q\left(\frac{d^{r}}{d u^{r}} V_{\eta_{1} \cdots \eta_{n}}(\exp u X) f\right)\)
\[
\leqslant p(f) \exp C_{r}^{n}|u|, \quad f \in \mathscr{S}_{\eta_{1} \cdots \eta_{n}}
\]
for some positive constant \(C_{r}^{n}\).
(4) Let \(\zeta_{X}\) be \(\left.(d / d u) Z(\exp u X)\right|_{u=0}\). From the cohomological equation, we get
\[
\frac{d^{r}}{d u^{r}} Z(\exp u X)=V_{\eta}(\exp u X) \zeta_{X}^{(r)} V_{\eta_{1} \cdots \eta_{n}}^{-1}(\exp u X)
\]
where \(\zeta_{X}^{(r)}\) is a continuous mapping of \(\mathscr{S}_{\eta_{1} \cdots \eta_{n}}\) into \(\mathscr{S}_{\eta}\) defined recurrently by
\[
\begin{equation*}
\zeta_{X}^{(r)}=d V_{\eta}(X) \zeta_{X}^{(r-1)} d V_{\eta_{1} \cdots \eta_{n}}(X), \quad \zeta_{X}^{(1)}=\zeta_{X} \tag{2.5}
\end{equation*}
\]

Proceeding as in Ref. 5, we prove that for each seminorm \(p\) in \(\mathscr{S}_{\eta}\), we can find a seminorm \(q\) in \(\mathscr{S}_{\eta_{1} \cdots \eta_{n}}\) such that
\[
p\left(\frac{d^{r}}{d u^{r}} Z(\exp u X) f\right)<q(f) \exp c_{r}|u|
\]
for some positive constant \(c_{r}\).
(5) Let \(X\) be the infinitesimal generator of
\[
\left|\begin{array}{cc}
\exp t & 0 \\
0 & \exp (-t)
\end{array}\right|
\]
and choose \(p(f)=\mid f \omega) \mid\). With \(t=-\frac{1}{2} \log 2|\mathbf{k}|\), we get from the above inequalities
\[
\begin{aligned}
& \left\lvert\,\left(\frac { d ^ { r } } { d t ^ { r } } \left[Z_{\omega}\left(0,\left|\begin{array}{cc}
\exp t & 0 \\
0 & \exp (-t)
\end{array}\right|\right)\right.\right.\right. \\
& \quad \times V_{\eta_{1} \cdots \eta_{n}}\left(\begin{array}{cc}
\left.\left.\left.0, \left\lvert\, \begin{array}{cc}
\exp t & 0 \\
0 & \exp (-t)
\end{array}\right.\right)\right], f\right) \mid \\
\quad \leqslant q_{r}(f) \exp \gamma_{r}|\log | \mathbf{k}| |
\end{array}, l\right.
\end{aligned}
\]
for some semi-norm \(q_{r}\) in \(\mathscr{S}_{\eta_{1} \cdots \eta_{n}}\) and some positive constant \(\gamma_{r}\). As \(T \in \mathscr{S}_{\eta_{1} \cdots \eta_{n}}^{\prime}\), we have similarly
\[
\left|\left(T \frac{d^{r}}{d t^{r}} V_{\eta_{1} \cdots \eta_{n}}\left(0,\left|\begin{array}{cc}
\exp t & 0 \\
0 & \exp (-t)
\end{array}\right|\right), f\right)\right|
\]
\[
\leqslant q_{r}(f) \exp \gamma_{r}|\log | \mathbf{k}| |
\]

Using the estimate of (3) when \(X\) is the infinitesimal generator of the compact subgroup \(\mathrm{SO}(2)\), we deduce that for each seminorm \(p\) on \(\mathscr{S}_{\eta_{1} \cdots \eta_{n}}\), we can find a seminorm \(q_{s}\) (on \(\mathscr{S}_{\eta_{1} \cdots \eta_{n}}\) ) such that
\[
p\left(\frac{d^{s}}{d \varphi^{s}} V_{\eta_{1} \cdots \eta_{n}}\left(0,\left|\begin{array}{cc}
\cos \varphi & \sin \varphi \\
-\sin \varphi & \cos \varphi
\end{array}\right|\right), f\right) \leqslant \alpha_{s} q_{s}(f)
\]
for some positive constant \(\alpha_{s}\).
Piecing together all these estimates, we get finally
\[
\begin{equation*}
\left|\left(\frac{\partial^{r+s}}{\partial t^{r} \partial \varphi^{s}} A_{\mathbf{k}}, f\right)\right| \leqslant q_{r, s}(f) \exp \gamma_{r, s}|\log | \mathbf{k}| | \tag{2.6}
\end{equation*}
\]
for some positive constant \(\gamma_{r, s}\).
(6) Let \(P_{0}\) be the generator of the time translations. From (2.4) we get
\[
i|\mathbf{k}| A_{\mathbf{k}}-A_{\mathbf{k}} d V_{\eta_{1} \cdots \eta_{n}}\left(P_{0}\right)=\zeta_{\mathbf{k}}\left(P_{0}\right)
\]

This implies, with \(|\mathbf{k}|=\frac{1}{2} \exp (-2 t)\) that
\[
\begin{align*}
& \frac{i}{2} \exp (-2 t) \frac{\partial^{r+s}}{\partial t^{r} \partial \varphi^{s}} A_{\mathbf{k}}-\frac{\partial^{r+s}}{\partial t^{r} \partial \varphi^{s}} A_{\mathbf{k}} d V_{\eta_{1} \cdots \eta_{n}}\left(P_{0}\right) \\
& =\frac{\partial^{r+s}}{\partial t^{r} \partial \varphi^{s}} \zeta_{\mathbf{k}}\left(P_{0}\right) \\
& \quad-\frac{1}{2} \exp (-2 t) \sum_{q=1}^{r} C_{q}^{r}(-2)^{q} \frac{\partial^{r-q . s}}{\partial t^{r-q} \partial \varphi^{s}} A_{\mathbf{k}} . \tag{2.7}
\end{align*}
\]

Let us assume it has been already shown that for all \(r^{\prime}<r,\left(\left(\partial^{r+s} / \partial t^{\prime} \partial \varphi^{s}\right) A_{\mathrm{k}}, f\right)\) goes to zero faster than any power of \(1 /|\mathbf{k}|\) when \(|\mathbf{k}| \rightarrow \infty\) or any power of \(|\mathbf{k}|\) when \(|\mathbf{k}|\) goes to zero. We will prove the same is true for ( \(\left.\left(\partial^{r+s} / \partial t^{r} \partial \varphi^{s}\right) A_{\mathbf{k}}, f\right)\). Let us denote by \(\xi_{\mathbf{k}}^{(r, s)}\) the righthand side of (2.7). By successive iterations, we get on the one hand,
\[
\begin{align*}
& \left(\frac{\partial^{r+s}}{\partial t^{r} \partial \varphi^{s}} A_{\mathbf{k}}, f\right) \\
& \quad=\sum_{p=0}^{m-1}(i|\mathbf{k}|)^{p-m}\left(\xi_{\mathbf{k}}^{(r, s)} d V_{\eta_{1} \cdots \eta_{n}}\left(P_{0}\right)^{m-p-1}, f\right) \\
& \quad+\left(\frac{\partial^{r+s}}{\partial t^{r} \partial \varphi^{s}} A_{\mathbf{k}} d V_{\eta_{1} \cdots \eta_{n}}^{m}\left(P_{0}\right), f\right)(i|\mathbf{k}|)^{-m} \tag{2.8}
\end{align*}
\]
and, on the other hand,
\[
\begin{align*}
& \left(\frac{\partial^{r+s}}{\partial t^{r} \partial \varphi^{s}} A_{\mathbf{k}}, f\right) \\
& \quad=(i|\mathbf{k}|)^{m}\left(\frac{\partial^{r+s}}{\partial t^{r} \partial \varphi^{s}} A_{\mathbf{k}} d V_{\eta_{1} \cdots \eta_{n}}^{-m}\left(P_{0}\right), f\right) \\
& \quad \quad-\sum_{0}^{m-1}(i|\mathbf{k}|)^{p}\left(\xi_{\mathbf{k}}^{r, s} d V_{\eta_{1} \cdots \eta_{n}}^{-p-1}\left(P_{0}\right), f\right) \tag{2.9}
\end{align*}
\]
for any integer \(m\).
By definition of \(\zeta_{k}\left(P_{0}\right)\),
\[
\left(\frac{\partial^{r+s}}{\partial t^{r} \partial \varphi^{s}} \zeta_{\mathrm{k}}\left(P_{0}\right), f\right) \in \mathscr{S}_{\eta}
\]

The mappings
\[
f \rightarrow d V_{\eta_{1} \cdots \eta_{n}}^{ \pm p}\left(P_{0}\right) f, \quad f \in \mathscr{S}_{\eta_{1} \cdots \eta_{n}}
\]
are continuous mappings of \(\mathscr{S}_{\eta_{1} \cdots \eta_{n}}\) into itself. According to (2.6) \(\left(\left(\partial^{r+s} / \partial t^{r} \partial \varphi^{s}\right) A_{\mathbf{k}}, f\right)\) behaves at most as \(|\mathbf{k}|^{\gamma_{\text {rs }}}\) when \(|\mathbf{k}| \rightarrow \infty\) and \(|\mathbf{k}|^{-\gamma_{\text {s. }}}\) for \(|\mathbf{k}| \rightarrow 0\). Combining all that with the recurrence hypothesis, we get the conclusion we are looking for.
(7) The continuity of the mapping \(f \rightarrow\left(A_{\mathrm{k}}, f\right)\) derives from (2.8) and (2.9). Indeed, we have the estimates:
\[
\begin{aligned}
& |\mathbf{k}|^{p}\left|\left(\frac{\partial^{r+s}}{\partial t^{r} \partial \varphi^{s}} A_{\mathbf{k}}, f\right)\right| \\
& \leqslant|\mathbf{k}|^{p+\gamma-m} q_{m}(f)+\sum_{\rho=0}^{m-1}|\mathbf{k}|^{l-m+p} \\
& \times\left|\left(\xi_{\mathbf{k}}^{(r, s)} d V_{\eta_{1} \cdots \eta_{n}}^{m-1}\left(P_{0}\right), f\right)\right|, \quad|\mathbf{k}| \geqslant 1, \\
& |\mathbf{k}|^{-p}\left|\left(\frac{\partial^{r+s}}{\partial t^{r} \partial \varphi^{s}} A_{\mathbf{k}}, f\right)\right| \\
& \leqslant|\mathbf{k}|^{m-p+\gamma} q_{m}(f)+\sum_{t=0}^{m-1}|\mathbf{k}|^{l-p} \\
& \times\left|\left(\xi_{\mathrm{k}}^{(r, s)} d V_{\eta_{1} \cdots \eta_{n}}^{-P-1}\left(P_{0}\right), f\right)\right|, \quad|\mathbf{k}| \ll 1,
\end{aligned}
\]
where \(\xi_{k}^{r, s}\) contains only the derivatives \(\left(\partial^{r+s} A_{\mathbf{k}} / \partial t^{r} \partial \varphi^{s}, f\right)\) for \(r^{\prime}<r\). Therefore we can get the proof by recurrence.

Finally, we have still to prove the cancellation on SO (2) of the coboundary generated by \(A_{k}\), which is equivalent to our statement: after substration of this coboundary from \(Z_{k}(a, \Lambda)\) we get an equivalent cocycle identically zero on \(\mathbb{R}^{3} \cdot \mathrm{SO}\) (2). Now we have, for
\[
\begin{align*}
& u=\left|\begin{array}{cc}
\cos \theta & \sin \theta \\
-\sin \theta & \cos \theta
\end{array}\right|: \\
& \epsilon^{\eta}(k, u) A_{u^{-} \cdot-\mathbf{k}} V_{\eta_{1} \cdots \eta_{n}}^{-1}(0, u) \\
&=(\operatorname{sgn} \cos (\varphi+\theta))^{\eta}\left(T-Z_{\omega}\left(0,\left|\begin{array}{cc}
\exp t & 0 \\
0 & \exp (-t)
\end{array}\right|\right)\right. \\
&\left.\times V_{\eta_{1} \cdots \eta_{n}}\left(0,\left|\begin{array}{cc}
\exp t & 0 \\
0 & \exp (-t)
\end{array}\right|\right)\right) \\
& \times V_{\eta_{1} \cdots \eta_{n}}\left(0,\left|\begin{array}{cc}
\cos \left(\omega_{\varphi}-\theta\right) & \sin \left(\omega_{\varphi}-\theta\right) \\
-\sin \left(\omega_{\varphi}-\theta\right) & \cos \left(\omega_{\varphi}-\theta\right)
\end{array}\right|\right), \tag{2.10}
\end{align*}
\]
where \(\omega_{\varphi}\) is given by
\(\omega_{\varphi}=\varphi+\theta,-\varphi-\pi / 2<\theta<\pi / 2-\varphi,(\cos (\varphi+\theta)>0)\),
\(\omega_{\varphi}=\varphi+\theta-\pi, \pi>\theta>\pi / 2-\varphi,(\cos (\varphi+\theta)<0)\),
\(\omega_{\varphi}=\varphi+\theta+\pi, \quad-\pi<\theta<-\varphi-\pi / 2,(\cos (\varphi+\theta)<0)\).
Therefore, the last term written in (2.10) is equal to
\[
V_{\eta_{1} \cdots \eta_{n}}\left(0,\left|\begin{array}{cc}
\cos \varphi & \sin \varphi \\
-\sin \varphi & \cos \varphi
\end{array}\right|\right)
\]
for \(|\varphi+\theta|<\pi / 2\) and to
\[
(-1)^{\eta_{1}+\cdots+\eta_{n}} V_{\eta_{1} \cdots \eta_{i t}}\left(0,\left|\begin{array}{cc}
\cos \varphi & \sin \varphi \\
-\sin \varphi & \cos \varphi
\end{array}\right|\right)
\]
for \(|\varphi+\theta|>\pi / 2\). But in this case the factor
\((-1)^{\eta_{1}+\cdots+\eta_{n}}\) is compensated by the factor ( \(\operatorname{sgn} \cos (\varphi+\theta))^{\eta}\). Thus we have
\[
\epsilon^{\eta}(k, u) A_{\mathbf{u}^{-} \mathfrak{l}_{\mathbf{k}}} V_{\eta_{1} \cdots \eta_{n}}^{-1}(0, u)=A_{\mathbf{k}} .
\]

From now on, we restrict ourselves to the consideration of the only cocycles identically zero on \(\mathbb{R}^{3} \cdot \mathbf{S O}(2)\). According to what we have just proved, the right-hand side of (1.9) is then reduced to its first term.

\section*{III. DETERMINATION OF \(\boldsymbol{Z}_{\omega}(0, h), h \in \Gamma_{\omega}\)}

We recall the two basic assumptions on the cocycle \(Z(a, \Lambda)\) : (i) \(Z(a, \Lambda)\) is identically zero on \(\mathbb{R}^{3} \cdot \mathrm{SO}(2)\); (ii) \(\eta+\eta_{1}+\cdots+\eta_{n}=0, \bmod 2\), for otherwize \(Z(a, \Lambda)\) is identically zero. Accordingly, we will have for \(a \in \mathbb{R}^{3}\), \(h=\left.\epsilon\right|_{0} ^{1} \quad{ }_{l}^{x} \mid, \epsilon= \pm 1, x \in \mathbb{R}:\)
\[
Z_{\omega}(a, h)=Z_{\omega}\left(0,\left|\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right|\right) .
\]

From the cohomological equation, we get
\[
\begin{aligned}
& \frac{d}{d x}\left(Z_{\omega}\left(0,\left|\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right|\right), f\right) \\
& \quad=\left(S, V_{\eta_{1} \cdots \eta_{n}}\left(0,\left|\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right|\right) f\right), \quad f \in \mathscr{S}_{\eta_{1} \cdots \eta_{n}}
\end{aligned}
\]
where the distribution \(S\) is given by
\[
S\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{n}\right)=\left.\frac{d}{d x} Z_{\omega}\left(0,\left|\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right| ; \mathbf{k}_{1}, \ldots, \mathbf{k}_{n}\right)\right|_{x=0}
\]
and verifies the identity
\[
\begin{equation*}
\left(1-\exp i\left(a, \omega-\sum_{1}^{n} k_{i}\right\rangle\right) S\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{n}\right)=0 \tag{3.1}
\end{equation*}
\]

The cocycle \(Z_{\omega}(a, h)\) will be a coboundary if we can find \(T \in \mathscr{S}{ }_{\eta}, \ldots, \eta_{n}\), such that \(T\) verifies (3.1) and
\[
\begin{equation*}
\left(T, d V_{\eta_{1}, \ldots, \eta_{n}}(X) f\right)=(S, f) \tag{3.2}
\end{equation*}
\]
where \(X\) is the infinitesimal generator of
\[
\left|\begin{array}{cc}
1 & x \\
0 & 1
\end{array}\right|
\]

Following (3.1), the supports of \(S\) and \(T\) are contained in the manifold \(\varphi_{i}=0, i=1, \ldots, n\). Thus, it is not restrictive to assume that the test functions are identically zero (with all their derivatives) outside some definite interval \(J\) of variations of each \(\varphi_{i}\), strictly contained in ] \(-\pi / 2,+\pi / 2[\). Then we perform the following change of variables (with absorption of the Jacobian into the distributions):
\[
\begin{aligned}
& x_{i}=\exp \left(-t_{i}\right) \sin \varphi_{i}, \quad r_{i}=\exp \left(-t_{i}\right) \cos \varphi_{i} \\
& \left.i=1, \ldots, n, \quad \varphi_{i} \in J \subset\right]-\pi / 2,+\pi / 2\left[, \quad t_{i} \in \mathbb{R}\right.
\end{aligned}
\]
and we replace each \(\mathscr{S}_{\eta_{i}}\) by \(\mathscr{S}_{\eta_{i}}^{J}\), with the following definition:
\[
f\left(r_{i}, x_{i}\right) \in \mathscr{S}_{\eta_{i}}^{J}
\]
when (i) \(f\left(r_{i}, x_{i}\right)\) is \(C^{\infty}\) in \(r_{i}, x_{i}\), and identically zero for \(\left|x_{i} / r_{i}\right|>C_{J}\)
(ii)
\[
\begin{equation*}
\sup _{\substack{r_{i} x_{i} \\ u+v<p}}\left(r_{i}^{2}+x_{i}^{2}+\left(r_{i}^{2}+x_{i}^{2}\right)^{-1}\right)^{p}\left|\frac{\partial^{u+v}}{\partial x_{i}^{u} \partial r_{i}^{\mu}}\right|<\infty \tag{3.3}
\end{equation*}
\]

Here, \(\mathscr{S}_{\eta_{i}}^{J}\) is also a \(K\left(M_{p}\right)\) space with properties ( \(P\) ) and \((N)\). In the following we use the shortened notation \(\mathscr{S}_{\eta_{1} \cdots \eta_{n}}^{J}\) for the tensor product \(\mathscr{S}_{\eta_{1}}^{J} \otimes \cdots \otimes \mathscr{S}_{\eta_{n}}^{J}\).

In the new variables, (3.1) and (3.2) now read
\[
\begin{equation*}
\sum_{1}^{n} x_{i} \frac{\partial T}{\partial r_{i}}=S, \quad T, S \in\left(\mathscr{S}_{\eta_{i} \cdots \eta_{n}}^{J}\right)^{\prime} \tag{3.4}
\end{equation*}
\]
where \(T\) is bound to verify, as \(S\) itself:
\[
\begin{align*}
& \left(1-\sum_{i}^{n} r_{i}^{2}\right) T=0, \quad\left(\sum_{1}^{n} x_{i}^{2}\right) T=0 \\
& \left(\sum_{1}^{n} x_{i} r_{i}\right) T=0 \tag{3.5}
\end{align*}
\]

We introduce spherical coordinates:
\[
\begin{aligned}
r_{n}= & R \cos \theta_{n-1} \\
r_{i}= & R \cos \theta_{i-1} \sin \theta_{i} \cdots \sin \theta_{n-1} \\
& i=2, \ldots, n-1, \quad 0 \leqslant \theta_{i} \leqslant \pi / 2 \\
r_{1}= & R \sin \theta_{1} \cdots \sin \theta_{n-1}
\end{aligned}
\]
and we put
\[
T=\delta(1-R) t, \quad S=\delta(1-R) s
\]

\section*{Then we have from (3.5)}
\[
\begin{equation*}
\left(\sum_{1}^{n} x_{i}^{2}\right) t=0, \quad\left(x_{n} \cos \theta_{n-1}+y_{n-1} \sin \theta_{n-1}\right) t=0 \tag{3.6}
\end{equation*}
\]
and similarly for \(s\). As for (3.4), it now reads
\[
\begin{align*}
& {\left[\left(-x_{n} \sin \theta_{n-1}+y_{n-1} \cos \theta_{n-1}\right) \frac{\partial}{\partial \theta_{n-1}}\right.} \\
& \left.\quad+\sum_{1}^{n-2}\left(\frac{y_{i}}{\sin \theta_{i+1} \cdots \sin \theta_{n-1}}\right) \frac{\partial}{\partial \theta_{i}}\right] t=s \tag{3.7}
\end{align*}
\]
where the \(y_{i}, i=1, \ldots, n-1\), are orthogonal linear combinations of \(x_{1}, \ldots, x_{n-1}\) :
\[
\begin{align*}
y_{1}= & x_{1} \cos \theta_{1}-x_{2} \sin \theta_{1}, \\
y_{i}= & x_{1} \sin \theta_{1} \cdots \sin \theta_{i-1} \cos \theta_{i}-\sum_{2}^{i-1} x_{j} \cos \theta_{j-1} \\
& \times \sin \theta_{j} \cdots \sin \theta_{i-1} \cos \theta_{i}+x_{i} \cos \theta_{i-1} \cos \theta_{i} \\
& -x_{i+1} \sin \theta_{i}, \\
y_{n-1}= & x_{1} \sin \theta_{1} \cdots \sin \theta_{n-2}+\sum_{2}^{n-2} x_{j} \cos \theta_{j-1} \\
& \times \sin \theta_{j} \cdots \sin \theta_{n-2}+x_{n-1} \cos \theta_{n-2} \tag{3.8}
\end{align*}
\]

We denote by \(S_{n}\) the set of equations (3.6), (3.7). We prove now the following proposition.

Proposition 3.1: For any given \(s\) verifying (3.6), we can find a solution \(t\) of (3.7) verifying (3.6).

Proof: According to the second equation (3.5) and following the general structure of distributions over \(K\left(M_{p}\right)\) spaces with properties \((P)\) and \((N)\) (Ref. 3), we have the finite expansion:
\[
\begin{equation*}
t=\sum t_{p_{1} \cdots p_{n}}\left(\theta_{1}, \ldots, \theta_{n-1}\right) \delta^{\left(p_{1}\right)}\left(x_{1}\right) \cdots \delta^{\left(p_{n}\right)}\left(x_{n}\right) \tag{3.9}
\end{equation*}
\]
where the "coefficients" \(t_{p_{1} \cdots p_{n}}\left(\theta_{1}, \ldots, \theta_{n-1}\right)\) are distributions in \(\mathscr{D}^{\prime}\left([0, \pi / 2]^{n-1}\right)\). Indeed, following (3.3) \(t_{p_{1} \cdots p_{n}}\) ( \(\theta_{1}, \ldots, \theta_{n-1}\) ) is defined on a space of \(C^{\infty}\) functions on \([0, \pi / 2]^{n-1}\) going to zero faster than any power of \(\theta_{i}, \pi / 2-\theta_{i}\) as \(\theta_{i}\) goes to zero or \(\pi / 2\). But this space is easily identified to the space of \(C^{\infty}\) functions on \(\mathbb{R}^{n-1}\) identically zero outside the hypercube \([0, \pi / 2]^{n-1}\). Similarly, we have
\[
\begin{align*}
& s=\sum s_{p_{1} \cdots p_{n}}\left(\theta_{1}, \ldots, \theta_{n-1}\right) \theta^{\left(p_{1}\right)}\left(x_{1}\right) \cdots \delta^{\left(p_{n}\right)}\left(x_{n}\right), \\
& s_{p_{1} \cdots p_{n}}\left(\theta_{1}, \ldots, \theta_{n-1}\right) \in \mathscr{D}^{\prime}\left([0, \pi / 2]^{n-1}\right) \tag{3.10}
\end{align*}
\]

Substituting (3.9) and (3.10) in (3.6) and (3.7) we get a system equivalent to \(S_{n}\) and relating the unknowns \(t_{p_{1} \cdots p_{n}}\left(\theta_{1}, \ldots, \theta_{n-1}\right)\) to the data \(s_{p_{1} \cdots p_{n}}\left(\theta_{1}, \ldots, \theta_{n-1}\right)\).

The key of the proof of our proposition will be provided by the following recurrence hypothesis.

Recurrence hypothesis: The proposition is true for all systems \(S_{p}\), with \(p=3, \ldots, n-1\).

We prove it now for \(p=n\).
(1) Let \(N\) be such that \(s_{p_{1} \ldots p_{n}}\left(\theta_{1}, \ldots, \theta_{n-1}\right)\) is zero when \(p_{n}>N\). We claim there exists a solution of \(S_{n}\) with the same property.

It will be convenient to write (3.9), (3.10) in the shortened form:
\[
\begin{align*}
& t=\sum_{p \leqslant N} t_{p}\left(x_{1}, \ldots, x_{n-1} ; \theta_{1}, \ldots, \theta_{n-1}\right) \delta^{(p)}\left(x_{n}\right), \\
& s=\sum_{p<N} s_{p}\left(x_{1}, \ldots, x_{n-1} ; \theta_{1}, \ldots, \theta_{n-1}\right) \delta^{(p)}\left(x_{n}\right) . \tag{3.11}
\end{align*}
\]

We get from (3.6)
\[
\begin{align*}
& (p+1)(p+2) t_{p+2}+\left(\sum_{1}^{n-1} x_{i}^{2}\right) t_{p}=0 \\
& \quad-(p+1) \cos \theta_{n-1} t_{p+1}+\sin \theta_{n-1} y_{n-1} t_{p}=0 \tag{3.12}
\end{align*}
\]
and from (3.7) after using the last equation:
\[
\begin{align*}
& (p+1)\left(\frac{\partial}{\partial \theta_{n-1}}-\cot \theta_{n-1}\right) t_{p+1} \\
& \quad+\left(y_{n-2} \frac{\partial}{\partial \theta_{n-2}}+\sum_{1}^{n-3} \frac{y_{i}}{\sin \theta_{i+1} \ldots \sin \theta_{n-2}} \frac{\partial}{\partial \theta_{i}}\right) \\
& \quad \times t_{p}=\sin \theta_{n-1} s_{p} \tag{3.13}
\end{align*}
\]

Accordingly, we get for \(t_{N}\)
\[
\begin{align*}
& \left(\sum_{1}^{n-1} x_{i}^{2}\right) t_{N}=0, \quad y_{n-1} t_{N}=0 \\
& \left(y_{n-2} \frac{\partial}{\partial \theta_{n-2}}+\sum_{i}^{n-3} \frac{y_{i}}{\sin \theta_{i+1} \cdots \sin \theta_{n-2}} \frac{\partial}{\partial \theta_{i}}\right) t_{N} \\
& \quad=\sin \theta_{n-1} s_{N} \tag{3.14}
\end{align*}
\]

As \(s_{p}\) verifies (3.12) also, we have necessarily
\[
\left(\sum_{1}^{n-1} x_{i}^{2}\right) s_{N}=0, \quad y_{n-1} s_{N}=0
\]

Going back to (3.8), we conclude that \(s_{N}, t_{N}\) satisfy the same set of equations \(s, t\) up to the replacement of \(n\) by \(n-1\).

According to the recurrence hypothesis, we can find \(t_{N}\).
(2) The last equation (3.12) gives
\[
\begin{align*}
t_{N-k}= & \frac{N!}{(N-k!)}\left(\frac{\cos \theta_{n-1}}{\sin \theta_{n-1}}\right)^{k} \\
& \times \tilde{i}_{N, k}+t_{N-k}^{0}, \quad k=1, \ldots, N, \tag{3.15}
\end{align*}
\]
where \(\tilde{f}_{N, k}\) is a distribution verifying
\[
\begin{equation*}
y_{n-1}^{k} z_{N, k}=t_{N} . \tag{3.16}
\end{equation*}
\]

We need the following lemma.
Lemma 3.1: The distributions \(\tilde{t}_{N, k}\) in (3.15) can be defined in such a way that the distributions \(t_{p}^{0}\) verify (3.12),

Proof: The distributions \(t_{p}^{0}\) verify (3.12) if we have
\[
\begin{align*}
& y_{n-1} z_{N, k}=\tilde{t}_{N, k-1}  \tag{3.17}\\
& \boldsymbol{z}_{N, k-2}+\left(\sum_{1}^{n-1} x_{i}^{2}\right) \frac{\cos ^{2} \theta_{n-1}}{\sin ^{2} \theta_{n-1}} f_{N, k}=0 . \tag{3.18}
\end{align*}
\]

With \(t_{N}=\delta\left(y_{n-1}\right) u_{N}\), we take \(\tilde{I}_{N, k}\) in the form:
\[
\begin{align*}
\mathfrak{t}_{N, k}= & (-1)^{k} / k!\delta^{(k)}\left(y_{n-1}\right) u_{N}+(-1)^{k} \\
& \times \sum_{i}^{[k / 2]} v_{l} \delta^{(k-2 l)}\left(y_{n-1}\right) /(k-2 l)! \tag{3.19}
\end{align*}
\]
(3.17) is obviously satisfied. As for (3.18), we remark that
\[
\sum_{i}^{n-1} x_{i}^{2}=\sum_{1}^{n-1} y_{i}^{2}
\]
so that by (3.17) we get
\[
\begin{equation*}
\tilde{t}_{N, k-2}+\cos ^{2} \theta_{n-1}\left(\sum_{1}^{n-2} y_{i}^{2}\right) \mathfrak{t}_{N, k}=0 \tag{3.20}
\end{equation*}
\]

Substituting (3.19) in (3.20) and taking into account
\[
\left(\sum_{1}^{n-2} y_{i}^{2}\right) u_{N}=0
\]
we obtain
\[
\begin{align*}
& \left(\sum_{i}^{n-2} y_{i}^{2}\right) v_{1}+u_{N}=0 \\
& \left(\sum_{1}^{n-2} y_{i}^{2}\right) v_{l+1}+v_{l}=0, \quad l=1, \ldots,\left[\frac{N}{2}\right] \tag{3.21}
\end{align*}
\]

But the distributions \(u_{N}\) and \(v_{l}\) are finite linear combination of derivatives of \(\delta\left(x_{1}\right) \cdots \delta\left(x_{n-1}\right)\), so that the division by the polynomial \(\Sigma_{1}^{n-2} y_{i}^{2}\) is meaningful. Therefore, (3.21) can be solved in term of \(u_{N}\) and the resulting \(t_{N, k}\) verify (3.17) and (3.18).

Let us go back to the main proof. If we substitute (3.15) in (3.13), we get the same system for \(t_{p}^{0}\) as for \(t_{p}\) with the only following differences: (i) \(t_{N}^{0}=0\) by construction; (ii) the right-hand sides \(\sin \theta_{n-1} s_{p}\) are replaced by distributions \(W_{p}\) such that \(W_{p}=0\) for \(p \geqslant N-1\). Therefore the existence of a solution \(t\) of \(S_{n}\) for some \(N\) will result recurrently of the existence of a solution for \(N=0\). But this is already contained in the recurrence hypothesis.

Finally it remains to prove the proposition for \(n=3\).
We introduce, as above, the spherical coordinates \(R, \theta_{1}\), \(\theta_{2}\) and we put
\[
z_{3}=x_{1} \sin \theta_{1} \sin \theta_{2}+x_{2} \sin \theta_{2} \cos \theta_{1}+x_{3} \cos \theta_{2}
\]
\[
\begin{align*}
z= & x_{1} \cos \theta_{1}-x_{2} \sin \theta_{1}+i \cos \theta_{2}\left(x_{1} \sin \theta_{1}\right. \\
& \left.+x_{2} \cos \theta_{1}\right)-i x_{3} \sin \theta_{2} . \tag{3.22}
\end{align*}
\]

Then (3.6) is written
\[
\begin{equation*}
\left(z_{3}^{2}+z \tilde{z}\right) t=0, \quad z_{3} t=0 \tag{3.23}
\end{equation*}
\]
and similarly for \(s\). As for (3.7), it becomes
\[
\begin{align*}
& z\left(\frac{\partial}{\partial \theta_{1}}-i \sin \theta_{2} \frac{\partial}{\partial \theta_{2}}\right) t+\tilde{z}\left(\frac{\partial}{\partial \theta_{1}}\right. \\
& \left.\quad+i \sin \theta_{2} \frac{\partial}{\partial \theta_{2}}\right) t=2 \sin \theta_{2} s \tag{3.24}
\end{align*}
\]

According to (3.23), we have the following finite expansions for \(t\) and \(s\) :
\[
\begin{align*}
& t=\delta\left(z_{3}\right)\left(t_{0} \delta(z)\right)+\sum_{p>1}\left(t_{p}^{+} \delta^{(p, 0)}(z)+t_{p}^{-} \delta^{(0, p)}(z)\right), \\
& s=\delta\left(z_{3}\right)\left(s_{0} \delta(z)\right)+\sum_{p>1}\left(s_{p}^{+} \delta^{(p, 0)}(z)+s_{p}^{-} \delta^{(0, p)}(z)\right), \tag{3.25}
\end{align*}
\]
where \(t_{p}^{ \pm}, s_{p}^{ \pm}\)belong to \(\mathscr{D}^{\prime}\left([0, \pi / 2]^{2}\right)\) and \(\delta^{(p, 0)}, \delta^{(0, p)}\) are the derivatives of \(\delta(z)=\delta(z+\bar{z} / 2) \delta(z-\bar{z} / 2 i)\) of order \(p\) in \(z\) and \(\bar{z}\), respectively. Taking into account (3.23), the dependence of \(z, z_{3}\) on \(\theta_{1}, \theta_{2}\) and the relations
\(z \delta^{(p, q)}(z)=-p \delta^{(p-1, q)}(z), \quad \bar{z} \delta^{(p, q)}(z)=-q \delta^{(p, q-1)}(z)\)
we get after substitution of (3.25) into (3.24) and the replacement of \(t_{p}^{ \pm}\)by \(v_{p}^{ \pm}=\sin ^{p} \theta_{2} t_{p}^{ \pm}\)and of \(s_{p}^{ \pm}\)by \(u_{\rho}^{ \pm}=\sin ^{p} \theta_{2} s_{\rho}^{ \pm}\):
\[
\begin{align*}
& -\frac{\partial v_{p+1}^{+}}{\partial \theta_{1}}+i \sin \theta_{2} \frac{\partial v_{p+1}^{+}}{\partial \theta_{2}}=\frac{2 \sin ^{2} \theta_{2}}{(p+1)} u_{p}^{+}, \quad p \geqslant 1 \\
& -\frac{\partial v_{p+1}^{-}}{\partial \theta_{1}}-i \sin \theta_{2} \frac{\partial v_{p+1}^{-}}{\partial \theta_{2}}=\frac{2 \sin ^{2} \theta_{2}}{(p+1)} u_{p}^{-} \tag{3.26}
\end{align*}
\]
and for \(p=0\)
\[
\begin{align*}
\frac{\partial v_{1}^{+}}{\partial \theta_{1}} & -i \sin \theta_{2} \frac{\partial v_{1}^{+}}{\partial \theta_{1}}+\frac{\partial v_{1}^{-}}{\partial \theta_{1}}+i \sin \theta_{2} \frac{\partial v_{1}^{-}}{\partial \theta_{2}} \\
& =-2 \sin ^{2} \theta_{2} u_{0} \tag{3.27}
\end{align*}
\]

According to Appendix A, each Eq. (3.26) has at least one solution in \(\mathscr{D}^{\prime}\left([0, \pi / 2]^{2}\right)\). As for (3.27) it can be solved by quadrature if we impose the supplementary condition
\[
\frac{\partial}{\partial \theta_{2}}\left(v_{1}^{+}-v_{1}^{-}\right)=0
\]

Thus we conclude the proof of Proposition 3.1. As a mere corollary of it, we can state the essential result of this paper.

Theorem 1: The extension of a massless representation of the Poincare group in \(2+1\) dimensions with helicity \(\eta / 2\), \(\eta=0,1\) defined in the space \(\mathscr{S}_{\eta}\) isomorphic to the space of functions on \(\mathbb{R}^{2}\) with rapid decrease at infinity and at the origin by the tensor product of \(n\) massless representations with helicity \(\eta_{i} / 2, i,=1, \ldots, \eta\) defined in \(\mathscr{S}_{\eta_{i}}\), is always trivial for \(n \geqslant 3\).

Proof: According to (1.9) and Proposition (3.1), we have
\[
\begin{aligned}
Z_{\mathbf{k}}(a, \Lambda)= & T V_{\eta_{1} \cdots \eta_{n}}\left(0, \Lambda_{k}\right)-\epsilon^{\eta}(\Lambda, k) \\
& \times T V_{\eta_{1} \cdots \eta_{n}}\left(0, \Lambda_{\Lambda^{-1} k}\right) V_{\eta_{1} \cdots \eta_{n}}^{-1}(0, \Lambda)
\end{aligned}
\]
where \(T\) in \(\mathscr{S}_{\eta_{1} \cdots \eta_{n}}^{\prime}\) verifies (3.1).
Using the structure of \(T\) as displayed above, we show that
\[
T V_{\eta_{1} \cdots \eta_{n}}\left(0, \Lambda_{k}\right) \in \mathscr{L}\left(\mathscr{S}_{\eta_{1} \cdots \eta_{n}} ; \mathscr{S}_{\eta}\right)
\]

\section*{IV. APPLICATIONS AND CONCLUSIVE REMARKS}

As pointed out in the introduction, the theorem above has the following immediate consequence.

Theorem 2: The equivalence classes of the formal nonlinear representations of \(\mathscr{P}_{3}\) with irreducible physical representation as linear term are isomorphic to the classes of extension of this linear term by its symmetrical tensor product.

Proof: For the massive representations, we know from Ref. 5 that any nonlinear formal representation is nonlinearly equivalent to the representation itself. Similarly for the massless representation with helicity \(1 / 2\) according to the results in Ref. 2 and the present paper. So we have only to discuss the case of the massless representation with helicity zero.

We recall that a formal nonlinear representation is given by the following expansion:
\[
\begin{aligned}
& f(\mathbf{k}) \xrightarrow{(a, \Lambda)} V_{0}(a, \Lambda) f(\mathbf{k}) \\
& \quad\left(Z_{\mathbf{k}}^{2}(a, \Lambda), V_{0}(a, \Lambda) f \otimes V_{0}(a, \Lambda) f\right) \\
& \quad+\sum_{n>2}\left(Z_{\mathbf{k}}^{n}(a, \Lambda), V_{0}(a, \Lambda) f \otimes \cdots \otimes V_{0}(a, \Lambda) f\right) .
\end{aligned}
\]

Let us suppose we have built two representations with the same cocycle \(Z_{k}^{2}(a, \Lambda)\). Then the difference of the third terms of the expansion is a solution of the homogeneous equations, i.e., a cocycle of extension of \(V_{0}(a, \Lambda)\) by its symmetrical third power. We know by Theorem 1 that this cocycle is a coboundary, so that we can transform the second formal representation in an equivalent representation identical to the first representation as for the first three terms of the expansion (see Appendix B). Then we know the difference of the fourth term is a coboundary and another nonlinear transform makes it equal to zero, etc. The infinite product of nonlinear transforms we need to achieve the identification is convergent in the space of formal series, for the \(n\)th term in the product does not change the \((n-1)\) first terms of the expansion: it defines a formal nonlinear transform which identifies the two original representations. This technique of proof has already been used in Ref. 6.

Remark 1: The set of nonlinear formal representations of \(\mathscr{P}_{3}\) we have just obtained appears to be a very restricted set. But is would take a long time to exhaust all the possibilities: we can take as a linear term a direct sum of irreducible representations or of indecomposable representations. Owing to the nonlinearity, the resulting nonlinear representations cannot be deduced from the nonlinear representations built for each component separately.

Remark 2: The theorem cannot be extended to the spaces \(\mathscr{D}_{\eta}\) of Ref. 2. The point is that the dual of \(\mathscr{D}_{\eta, \cdots \eta_{n}}\) contains distributions of infinite order. Consequently expansion (3.9) is no longer finite but must satisfy the rather strong condition of local finiteness. Let us consider the case \(n=3\). We can proceed as in the third part of the proof of Proposition 3.1, so that we have finally to solve the system (3.26), (3.27) with \(u_{p}^{ \pm}, v_{p}^{ \pm}\)in \(\mathscr{D}^{\prime}\left(10, \pi / 2\left[^{2}\right)\right.\). Let us take as data:
\[
\begin{aligned}
& u_{p}^{+}=\alpha_{p} \delta\left(p+\omega_{1}\right) \delta\left(\theta_{1}-\pi / 4\right), \quad p \geqslant 1, \quad \alpha_{p} \in \mathbb{C} \\
& u_{0}=0, \quad u_{p}^{--}=0, \quad p \geqslant 1
\end{aligned}
\]
in the variables \(\theta_{1}, \omega_{1}=\log \operatorname{tg} \theta / 2\) (see Appendix A). The requirement of local finiteness is obviously verified. Then we have, with \(\zeta=\theta_{1}+i \omega_{1}\) :
\[
\begin{aligned}
v_{p+1}^{+}= & -\frac{4 \alpha_{p}}{\pi(p+1)}\left(e^{p}+e^{-p}\right)^{-2}\left(\bar{\zeta}-\frac{\pi}{4}-i p\right)^{-1} \\
& +W_{p}^{+}(\bar{\zeta}), \quad p \geqslant 1 \\
v_{p+1}^{-}= & W_{p}^{-}(\bar{\zeta}), \quad p \geqslant 1
\end{aligned}
\]
where \(W_{p}^{ \pm}\)are antiholomorphic function in the strip \(B=] 0, \pi / 2\left[\times \mathbf{R}_{-}\right.\).

The local finiteness of expansion (3.9) means that for a given compact \(K\) in \(B\), the restriction of \(v_{p}^{ \pm}\)to \(K\) is identically zero for \(p\) sufficiently large. Therefore, we have on \(K\) for such \(p\) :
\(W_{p}^{+}=\left(4 \alpha_{p} / \pi(p+1)\right)\left(e^{p}+e^{-p}\right)^{-2}(\bar{\zeta}-\pi / 4-i p)^{-1}\).
The uniqueness of the analytical extension contradicts the antiholomorphy of \(W_{p}^{+}\)on \(B\). Thus although we can solve (3.26), (3.27), the solution must be rejected because it does not verify the local finiteness condition. Thus we have a counter-example to Proposition 3.1.
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\section*{APPENDIX A: SOLUTION OF (3.26)}

First we replace the test functions \(f\) by \(\sin \theta_{2} f\) and the variable \(\theta_{2}\) by \(\omega_{1}\) :
\[
\omega_{1}=\log \tan \theta_{2} \quad \omega_{1} \in \mathbb{R}_{-}
\]

The space \(\mathscr{D}\left([0, \pi / 2]^{2}\right)\) is mapped onto the space \(\mathscr{S}_{1}(B)\) of \(C^{\infty}\) functions on \(\mathbb{R}^{2}\), identically zero outside the strip \(B=[0, \pi / 2] \times \mathbb{R}_{-}\)and going to zero at infinity on the lines \(\theta_{1}=\) Cte with all their derivatives faster that any power of \(\exp \omega_{1}\). The topology of \(\mathscr{S}_{1}(B)\) is defined by the family of semi-norms:
\[
\begin{equation*}
\|f\|_{p}=\sup _{\substack{\omega, \theta, \in B \\ u+v<p}} \exp \left(-p \omega_{1}\right)\left|\frac{\partial^{u+v} f}{\partial \theta_{1}^{u} \partial \omega_{1}^{u}}\left(\theta_{1}, \omega_{1}\right)\right| . \tag{A1}
\end{equation*}
\]

Then we have to prove that, for given \(u_{p}^{+}\)in \(\mathscr{S}_{1}^{\prime}(B)\), the following equation:
\[
\begin{aligned}
\frac{\partial v_{p+1}^{+}}{\partial \zeta}= & -\frac{4}{p+1}\left(\exp \omega_{1}+\exp \left(-\omega_{1}\right)\right)^{-2} \\
& \times u_{p}^{+}, \quad \zeta=\theta_{1}+i \omega_{1}
\end{aligned}
\]
has at least a solution \(v_{p+1}^{+}\)in \(\mathscr{S}_{1}^{\prime}(B)\).
According to Cor. 4, chap. 18 in Ref. 7, it is equivalent to prove that if \(h_{n}=\partial f_{n} / \partial \zeta\) goes to zero in \(\mathscr{S}_{1}(B)\), then \(f_{n}\) goes to zero in \(\mathscr{S}_{1}(B)\).

Following Ref. 8 we have
\[
f_{n}=\frac{1}{\pi} \int_{\mathbb{C}} \frac{h_{n}\left(\zeta^{\prime}, \bar{\zeta}^{\prime}\right)}{\bar{\zeta}-\bar{\zeta}^{\prime}} d \zeta^{\prime} d \bar{\zeta}^{\prime}+\varphi_{n}(\bar{\zeta})
\]
where \(\varphi_{n}(\bar{\zeta})\) is some antiholomorphic function. But by definition, \(h_{n}\left(\zeta^{\prime}, \bar{\zeta}^{\prime}\right)\) is orthogonal to any antiholomorphic function on \(B\), in particular to \(1 /\left(\bar{\zeta}-\bar{\zeta}^{\prime}\right)\) when \(\zeta \oplus B\). Therefore \(\varphi_{n}(\bar{\zeta})\) is identically zero outside \(B\) and the uniqueness of the analytical extension implies \(\varphi_{n}(\bar{\zeta})=0\). Thus we can write
\[
\begin{aligned}
f_{n} & =\frac{1}{\pi} \int_{\mathbb{C}} \frac{h_{n}\left(\zeta^{\prime}, \bar{\zeta}^{\prime}\right)}{\bar{\zeta}-\bar{\zeta}^{\prime}} d \zeta^{\prime} d \bar{\zeta}^{\prime} \\
& =-\frac{1}{\pi} \int_{\mathbb{C}} \frac{h_{n}(\zeta+\eta, \bar{\zeta}+\bar{\eta})}{\bar{\eta}} d \eta d \bar{\eta}
\end{aligned}
\]

Accordingly, we obtain with \(\eta=\rho \exp (i \alpha)\) :
\[
\begin{aligned}
\exp ( & \left.-p \omega_{1}\right)\left|\frac{\partial^{u+v} f_{n}}{\partial \theta_{1}^{u} \partial \omega_{1}^{v}}\right| \\
\leqslant & \frac{1}{\pi} \int_{-\pi / 2}^{0} d \alpha \int_{0}^{\pi / 2 \cos \alpha} \rho d \rho \exp (p \sin \alpha) \\
& \times \exp \left(\frac{-p(\xi+\eta-\bar{\zeta}-\bar{\eta})}{2 i}\right) \\
& \times\left|\frac{\partial^{u+v} h_{n}}{\partial \theta_{1}^{v} \partial \omega_{1}}(\zeta+\eta, \bar{\zeta}+\bar{\eta})\right|
\end{aligned}
\]

But we have
\[
\frac{1}{\pi} \int_{-\pi / 2}^{0} d \alpha \int_{0}^{\pi / 2 \cos 2} \rho d \rho \exp (p \rho \sin \alpha)=\frac{1}{2 p}
\]
so that we get
\[
\left\|f_{n}\right\|_{p} \leqslant 1 / 2 p\left\|h_{n}\right\|_{p}
\]
and \(f_{n}\) goes to zero in \(\mathscr{S}_{1}(B)\) with \(h_{n}\).

\section*{APPENDIX B: DEVICE USED IN PROOF OF THEOREM 2}

For the sake of completeness, we give here the general device used in the proof of theorem 2 (see Ref. 6).

Let \(G\) be a group, \(V(g)\) a representation of \(G\) in some linear topological space \(E\). We consider the nonlinear formal representation of \(G\) given by the expansion:
\(f \rightarrow V(g) f-\sum_{2}^{\infty} Z^{n}(g) V(g) f \hat{\otimes} \cdots \hat{\otimes} V(g) f, \quad g \in G, f \in E\),
where as usual \(\hat{\otimes}\) denotes the projective tensor product and \(Z^{n}(g)\) is a linear mapping of \(E \hat{\otimes} \cdots \hat{\otimes} E\) itimes \(E\).

Let \(A\) be a mapping of \(E \hat{\otimes} \cdots \hat{\otimes} E\) into \(E\). We consider the nonlinear mapping of \(E\) into \(E\) given by
\[
\begin{equation*}
f \rightarrow \varphi=f+A f \hat{\hat{\otimes}}^{p \text {-times }} \hat{\otimes} f \tag{B2}
\end{equation*}
\]

This nonlinear mapping has a formal inverse:
\[
\begin{equation*}
f=\varphi-A \varphi \hat{\hat{\theta}^{p-\mathrm{times}} \cdots \hat{\mathbf{\theta}} \varphi} \varphi+\cdots \tag{B3}
\end{equation*}
\]

Substituting \(\varphi\) to \(f\) in (B1) by (B3) and transforming the resulting expansion by ( B 2 ), we get a realization of the formal representation in term of \(\varphi\). In this realization, the ( \(p-1\) ) first terms are unchanged and the \(p\) th term is written
\[
Z^{p}(g)+A-V(g) A V\left(g^{-1}\right) \hat{\otimes} \cdots \hat{\otimes} \cdot \hat{\otimes} V\left(g^{-1}\right)
\]
as it is shown easily by direct calculation.
Using successive transforms as (B2), we can drive out all the coboundaries in (B1).
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By accounting for the difference in the spin and isospin projection among nucleons, the \(\operatorname{Sp}(6, R)\) dynamical symmetry of the nuclear collective model is amplified in parallel with a horizontal extension of the instrinic shell structure. The generating kernels for the extended symplectic model basis functions are constructed in the form of a shortened coherent state. Analytical expressions for the microscopic Hamiltonian matrix elements, including central and tensor interactions, are obtained between the coherent states indicated.

\section*{I. INTRODUCTION}

The problem of calculating the Hamilton operator matrix elements with respect to the basis functions of symplectic and unitary group irreducible representations (irreps) is of permanent importance in the theory of systems with a finite particle number. \({ }^{1-14}\) The field of corresponding physical applications covers collective motion studies, \({ }^{4-10}\) effective Hamiltonian construction, \({ }^{1,8,15-18}\) nuclear and atomic spectroscopy, \({ }^{6,8,9,15,19}\) and other branches. The most complicated part of the problem indicated is to determine the potential energy operator matrix elements; reaching this stage several researchers reject the indispensible microscopic approach in favor of the phenomenological Hamiltonians in the polynomial form of the Lie algebra generators. \({ }^{1,4,8,10,12,16,17}\) The present paper realizes a program of constructing the generating kernel for the matrix elements of two-body interaction operators (central and tensor forces) between the symplectic nuclear model states admitting various (both regular and irregular) occupation of the valence nucleon shell. As one can note, the composing of intrinsic subspace by means of several shell occupations essentially amplifies the model basis compared with the conventional \(\mathrm{Sp}(6, R)\) model. \({ }^{4}\) Really, the complementarity between the intrinsic and collective motion \({ }^{2,3}\) requires the whole space of states to be made up of different \(\operatorname{Sp}(6, R)\) irreps. Following Park et al., \({ }^{12}\) we suppose that making use of the basis states of a single \(S p(6, R)\) configuration is no more successful even for the \(\mathrm{s}-\mathrm{d}\) shell, so the exit through the light nuclei region with realistic Hamiltonians needs mixed representation calculations. The assumption is based on essential physical arguments. First, the dominant SU(3) irrep spans up to \(80 \%\) of the full shell basis in the beginning of the 2 s - 1 d shell. This result of Akiyama et al. \({ }^{20}\) with a microscopic Hamiltonian affirmed the significance of intrinsic configuration mixing for light and medium nuclei. The analogous conclusion was stated by Draayer et al. \({ }^{21}\) who had diagonalized a semiempirical Hamiltonian for \({ }^{20} \mathrm{Ne}\) in the space of mixed \(\mathrm{Sp}(6, R)\) representations. The experimental data for the systems of \(18-20\) nucleons \({ }^{22}\) also testify that the quantity of collective bands in real spectra notably exceeds the one irrep predictions. Then, the intrinsic \(\operatorname{SU}(3)\) symmetry is characteristic only for the nuclei with rotational spectra. The intrinsic symmetry of the coupled rotor-vibrator-type corresponds to the higher dimension unitary groups and hence the space of
states for such nuclei occurs to be reducible with respect to the SU (3) group. The idea was successfully realized in phenomenological interacting boson approximation with \(\operatorname{SU}(6)\) symmetry. \({ }^{23,24}\) And, finally, one notes that the \(\operatorname{Sp}(6, R)\) configurations are inevitably mixed by the spinorbit and tensor interaction.

In the version of the symplectic model developed below, the transfer to the mixed irreps results from the dynamical symmetry extension. The latter is achieved by dividing the nucleon system into four interacting subsystems according to the spin and isospin projection of nucleons. The basis states of every subsystem are transformed by the \(\operatorname{Sp}(6, R)\) irrep, and, consequently, the dynamical symmetry of the whole system is determined by the direct product. The expansion of the latter, besides the dominant \(\operatorname{Sp}(6, R)\) irrep, incorporates representations with the same number of quanta in the lowest shell state. Besides the vertical mixing of the \(\operatorname{SU}(3)\) irreps within the \(\operatorname{Sp}(6, R)\) one, the discussed extension of the \(\operatorname{Sp}(6, R)\) model space fixes the horizontal mixing. Such mixing is necessary to set a correct structure on the low-energy spectrum region. \({ }^{21}\) So one may expect the collective model with horizontal mixture to improve the description of the real nuclei by revising the conception of the intrinsic motion.

As a chief tool to obtain the explicit analytical formulas for the matrix elements of the physical operators, we utilize the generating kernel technique. \({ }^{5,7,14}\) Section II begins with a review of some results from Refs. 5 and 7 on making use of shortened coherent states as the generator functions in the framework of the \(\mathrm{Sp}(6, R)\) model with the regular occupation of the valence shell. Thereupon the extension scheme is considered in its application to the generating kernels for the basis state overlaps and kinetic energy matrix elements.

In Secs. III and IV an algorithm to calculate the generating kernel for the two-body central interaction operator matrix elements is developed. In Sec. V the previous results are modified for the case of tensor nuclear forces. In Sec. VI the formulas derived are detailed for several cases of physical interest. Section VII contains the conclusion.

\section*{II. GENERATING INVARIANTS OF EXTENDED SYMPLECTIC MODEL}

The version of the generator function method used in the present paper was developed by Vasilevsky et al. \({ }^{5}\) in ap-
plication to the conventional \(\operatorname{Sp}(6, R)\) model. They proposed to make use of a shortened coherent state as a generating kernel for the basis states of the symplectic group irrep. The shortened coherent state, in contrast to the general case, is constructed over the lowest \(\mathrm{SU}(3)\) irrep only by means of the raising generators of the \(\operatorname{Sp}(6, R)\) algebra. \({ }^{25}\) Hence, it contains nine generating coordinates versus twenty one for the "true" coherent state. The basis states may be selected out of the coherent state (henceforth we omit the word "shortened"), generally speaking, by performing reiterated differentiation with respect to the generating coordinates. By taking the matrix elements of the physical operators between the coherent states, one obtains the corresponding generating kernels which depend only on the set of the generating coordinates. Then, either the standard method of solving the Hill-Wheeler equation \({ }^{10}\) or the above pointed differentiation routine reduces the problem to the usual diagonalization of matrices.

The generator function technique is quite practicable to obtain analytical expressions for the matrix elements of various operators between the many-particle oscillator functions with arbitrary values of quantum numbers. Seemingly it is simpler, at least for highly excited states, than the general approach based on the fractional parentage decomposition, \({ }^{26,27}\) on account of the latter needs recursive calculations with a large set of Wigner coefficients of the symmetric and unitary groups. Besides, as it was noted in Ref. 7, there exists a way by using the generating kernels to estimate an asymptotic behavior of the corresponding matrix elements at the number of oscillator quanta increasing to infinity, and consequently, to eliminate the convergence problem for the oscillator expansion. However, in the case of essentially antisymmetrized spatial Young pattern, or, which is the same, an extremely irregular shell occupation, making use of the parentage coefficients is vital to construct the coherent state. So we leave the latter case beyond our discussion and appreciate the necessity of a generalized algorithm reasonably compound of both the approaches.

Following Refs. 5 and \(7, \operatorname{Sp}(6, R)\) irrep coherent states that generate the oscillator basis can be constructed over the oscillator \(\mathrm{SU}(3)\) multiplets:
\[
\begin{equation*}
|\mathbf{b} ; \mathbf{u}\rangle=\exp \left\{\operatorname{Trace}\left(\mathbf{b} \widehat{\mathbf{A}}^{+}\right)\right\}|\mathbf{u}\rangle \tag{2.1}
\end{equation*}
\]
where \(\widehat{\mathbf{A}}^{+}=\left\|\widehat{\mathbf{A}}_{r s}^{+}\right\|, r, s=\overline{1,3}\) is the symmetric matrix of collective quantum creation operators (here
\[
\hat{\mathbf{A}}_{r s}^{+}=\sum_{i=1}^{A-1} \hat{a}_{i r}^{+} \hat{a}_{i s}^{+}
\]
for the system of \(A\) nucleons, \(\hat{a}_{i r}{ }^{+}\)are oscillator quantum creation operators), \(\mathrm{b}=\left\|b_{r s}\right\|\) is the symmetric matrix of collective excitation generator coordinates. The latter are, generally speaking, complex variables. Nevertheless, to fit the generator function one always may assign real values to them. Let the ket (2.1) belong to the \(\left[\sigma_{1} \sigma_{2} \sigma_{3}\right]\) irrep of \(\mathrm{Sp}(6, R)\) group. If this state is treated as a generating invariant for the oscillator basis of the minimal approximation of generalized hyperspherical functions method \({ }^{6}\) (i.e., for collective wave functions of fixed \(O(A-1)\) symmetry [ \(\left.f_{1} f_{2} f_{3}\right]\) ], the symplectic and orthogonal group irrep indices relation \({ }^{3}\) is written as
\[
\sigma_{i}=\frac{1}{2} f_{i}+\frac{1}{4}(A-1), \quad i=\overline{1,3}
\]

The \(\mathrm{SU}(3)\) multiplet \(|\mathbf{u}\rangle\) quantum numbers are defined, besides the \(f_{i}\) indices, also by means of \(\mathrm{SU}(3) \supset \mathrm{SO}(3)\) reduction ones:
\(N_{\min }=f_{1}+f_{2}+f_{3}, \quad \lambda=f_{1}-f_{2}, \quad \mu=f_{2}-f_{3}, \quad L M \alpha\),
where \(N_{\min }\) is the total number of quanta, \((\lambda \mu)\) is Elliott's notation for the \(\operatorname{SU}(3)\) numbers, \({ }^{1} L M\) and \(\alpha\) are the values of orbital angular momentum, its projection and multiplicity index, respectively. The \(\mathbf{u}=\left(\mathbf{u}_{1}, \mathbf{u}_{2}, \mathbf{u}_{3}\right)\) symbol denotes an orthogonal matrix composed of three vectors of the Cartesian axes orientation. The initial orientation \(\mathbf{u}=\mathbf{E}\) (where \(\mathbf{E}\) is the unit matrix of the third order) determines the lowestweight state of the \((\lambda \mu\rangle\) irrep. Three independent generator coordinates, parametrizing the matrix, provide the reduction onto the \(\mathbf{S O}(3)\) group, e.g., by means of the PeierlsYoccoz projection technique. \({ }^{28}\)

We introduce, following Filippov et al., \({ }^{7}\) the single-particle states
\[
\begin{align*}
\langle\mathbf{r} \mid \mathbf{n}, v, \mathbf{u}\rangle= & \left(\pi^{3 / 2} 2^{n} \mathbf{n}!\right)^{-1 / 2} \zeta_{v} \\
& \times \exp \left(-\frac{1}{2} \mathbf{r}^{2}\right) \prod_{k=1}^{3} H_{n_{k}}\left(\mathbf{u}_{k} \mathbf{r}\right) \tag{2.2}
\end{align*}
\]
where \(\mathrm{n}=\left\{n_{1}, n_{2}, n_{3}\right\}\) are the occupation numbers, \(n \equiv n_{1}+n_{2}+n_{3}, n!\equiv n_{1}!n_{2}!n_{3}!, \zeta_{v}\), is the spin-isopin function with projection values \(v=\{\sigma \tau\}\). The distance scale is chosen normed to the oscillator radius \(r_{0}=\sqrt{\hbar / m \omega}\). If the nucleon shells are filled in a regular manner, i.e., the valence nucleon state is expressed through the Young pattern, fully symmetrized over the antisymmetrization due to a fixed spin and isospin projection, then the single-particle kets (2.2) form a Slater determinant of the whole system state. So the partition numbers \(f_{i}\) are identified with the total numbers of quanta along the Cartesian axes. By passing to Jacobi coordinates in Eq. (2.2) one isolates the center-of-mass factor. The translationally invariant part of the Slater determinant coincides with the \(\mathrm{SU}(3)\) irrep generator function \(|\mathbf{u}\rangle\) of Eq. (2.1).

Now we proceed to abandon the operator form of the \(\mathrm{Sp}(6, R)\) irrep coherent state (2.1) in favor of the coordinate form. Let us denote the eigenvalues of matrix \(\mathbf{b}\) of the collective generator coordinates by \(\beta_{1}, \beta_{2}\), and \(\beta_{3}\). Then the coherent state of the \(\operatorname{Sp}(6, R)\) irrep with quantum numbers
\[
\begin{aligned}
{\left[\sigma_{1} \sigma_{2} \sigma_{3}\right]=} & {\left[\frac{1}{2} f_{1}+\frac{1}{4}(A-1), \frac{1}{2} f_{2}+\frac{1}{4}(A-1),\right.} \\
& \left.\frac{1}{2} f_{3}+\frac{1}{4}(A-1)\right]
\end{aligned}
\]
is expressed through the translationally invariant part of the Slater determinant composed of the single-particle orbitals
\[
\begin{equation*}
\langle\mathbf{r} \mid \mathbf{b} ; \mathbf{n}, \boldsymbol{v}, \mathbf{u}\rangle=\exp \left\{-\mathbf{r}^{T} \mathbf{b}(\mathbf{E}-\mathbf{b})^{-1} \mathbf{r}\right\}\langle\mathbf{r} \mid \mathbf{n}, \boldsymbol{v}, \mathbf{u}\rangle \tag{2.3}
\end{equation*}
\]
and supplied with factor \(\Pi_{k}\left(1-\beta_{k}\right)^{-2 \sigma_{k}}\). (The superscript \(T\) with vectors and matrices means their transposition). Such a state is defined by three \(\operatorname{Sp}(6, R)\) quantum numbers and nine generator coordinates. Three of the latter are responsible for the intrinsic state description, and the other for the monopole and quadrupole collective excitations.

As far as the generator function for the basis state is identified with the coherent state, the matrix elements of an
arbitrary operator \(\hat{F}\) between the coherent states, i.e.,
\(\langle\tilde{\mathbf{b}} ; i \mathbf{v}| \hat{F}|\mathbf{b} ; \mathbf{u}\rangle\),
are treated as the generating kernels. We denote the corresponding generating coordinates of the coherent bra and ket in a different manner to emphasize that conjugated bases are yielded by the independent generator functions.

For a single or two-particle operator \(\widehat{F}\) the calculation of the matrix elements between the determinant functions \(\langle\tilde{\mathbf{b}} ; \mathbf{v}|\) and \(|\mathbf{b} ; \mathbf{u}\rangle\) can be performed according to the Löwdin algorithm. \({ }^{29}\) Describing nucleon interactions through effective two-body potentials we assume that to calculate such matrix elements is quite sufficient for solving the problems of practical significance. We put off the construction of the potential energy operator generating matrix elements until the next section and now turn to the case of one-body operators.

The coherent state overlaps
\[
\langle\tilde{\mathbf{b}} ; \mathbf{v} \mid \mathbf{b} ; \mathbf{u}\rangle
\]
are the simplest generating matrix elements. They contain information on the structure of the basis functions and normalization coefficients. Analytic expressions for the overlaps are to be found \({ }^{7}\) by generalizing the Elliott formula \({ }^{1}\) for the overlap integrals of definite \(\operatorname{SU}(3)\)-symmetry oscillator functions:
\[
\begin{align*}
& \left(\mathbf{v}\left[f_{1} f_{2} f_{3}\right] \mid \mathbf{u}\left[f_{1} f_{2} f_{3}\right]\right) \\
& \quad=\left(\mathbf{u}_{1} \mathbf{v}_{\mathbf{1}}\right)^{f_{1}-f_{2}}\left(\left[\mathbf{u}_{1} \mathbf{u}_{2}\right]\left[\mathbf{v}_{1} \mathbf{v}_{2}\right]\right)^{f_{2}-f_{3}} \tag{2.4}
\end{align*}
\]
where \(\left.\mid \mathbf{u}\left[f_{1} f_{2} f_{3}\right]\right)\) and \(\left(\mathbf{v}\left[f_{1} f_{2} f_{3}\right] \mid\right.\) are the Slater determinants composed of the corresponding one-particle kets (2.2) and bras. (Square brackets henceforth symbolize the vector product.) Note that a linear transformation of the coordinate system extends the lowest \(\operatorname{SU}(3)\) irrep coherent state to the \(\operatorname{Sp}(6, R)\) irrep one.

Every overlap of oscillator orbitals (2.3)
\(\langle\tilde{\mathbf{b}} ; \tilde{\mathbf{n}}, v, \mathbf{v} \mid \mathbf{b} ; \mathbf{n}, v, \mathbf{u}\rangle=\langle\tilde{\mathbf{b}} ; \tilde{\mathbf{n}}, \mathbf{v} \mid \mathbf{b} ; \mathbf{n}, \mathbf{u}\rangle \delta_{\nu \tilde{v}}\)
implies the integration of an exponential factor
\[
\begin{align*}
& \exp \left(-\mathbf{r}^{T} \mathbf{B r}\right)  \tag{2.5a}\\
& \mathbf{B}=\mathbf{E}+\mathbf{b}(\mathbf{E}-\mathbf{b})^{-1}+\tilde{\mathbf{b}}(\mathbf{E}-\tilde{\mathbf{b}})^{-\mathbf{1}} \tag{2.5b}
\end{align*}
\]

One can perform a linear coordinate transformation
\[
\begin{equation*}
\mathbf{x}=\mathbf{B}^{1 / 2} \mathbf{r}, \quad \mathbf{u}^{\prime}=\mathbf{B}^{-1 / 2} \mathbf{u}, \quad \mathbf{v}^{\prime}=\mathbf{B}^{-1 / 2} \mathbf{v} \tag{2.6}
\end{equation*}
\]
conserving bilinear forms
\[
\mathbf{r}^{T} \mathbf{u}=\mathbf{x}^{T} \mathbf{u}^{\prime}, \quad \mathbf{r}^{T} \mathbf{v}=\mathbf{x}^{T} \mathbf{v}^{\prime}
\]

There oscillator reper matrices \(\mathbf{u}^{\prime}\) and \(\mathbf{v}^{\prime}\) are no longer orthogonal. To make the Elliott formula (2.4) applicable one employs the Gram-Schmidt orthonormalization technique presented as a triangular transformation
\[
\begin{equation*}
\mathbf{u}^{\prime}=\mathbf{u}^{\prime \prime} \boldsymbol{\epsilon}, \quad \mathbf{v}^{\prime}=\mathbf{v}^{\prime \prime} \tilde{\mathbf{\epsilon}} \tag{2.7}
\end{equation*}
\]
where \(\boldsymbol{\epsilon}\) and \(\tilde{\boldsymbol{\epsilon}}\) are the upper triangular matrices, \(\mathbf{u}^{\prime \prime}\) and \(\mathbf{v}^{\prime \prime}\) are the new orthogonal ones. The next calculations will need only diagonal elements of the transformation matrices:
\(\epsilon_{11}=\left|\mathbf{u}_{1}^{\prime}\right|, \quad \epsilon_{22}=\frac{\left|\left[\mathbf{u}_{1}^{\prime} \mathbf{u}_{2}^{\prime}\right]\right|}{\left|\mathbf{u}_{1}^{\prime}\right|}, \quad \epsilon_{33}=\frac{\left|\left(\mathbf{u}_{1}^{\prime} \mathbf{u}_{2}^{\prime} \mathbf{u}_{3}^{\prime}\right)\right|}{\left|\left[\mathbf{u}_{1}^{\prime} \mathbf{u}_{2}^{\prime}\right]\right|}\),
\(\tilde{\boldsymbol{\epsilon}}_{11}=\left|\mathbf{v}_{1}^{\prime}\right|, \quad \tilde{\boldsymbol{\epsilon}}_{22}=\frac{\left|\left[\mathbf{v}_{1}^{\prime} \mathbf{v}_{2}^{\prime}\right]\right|}{\left|\mathbf{v}_{1}^{\prime}\right|}, \quad \tilde{\epsilon}_{33}=\frac{\left|\left(\mathbf{v}_{1}^{\prime} \mathbf{v}_{2}^{\prime} \mathbf{v}_{3}^{\prime}\right)\right|}{\left|\left[\mathbf{v}_{1}^{\prime} \mathbf{v}_{2}^{\prime}\right]\right|}\).
The determinant form of the \(\operatorname{Sp}(6, R)\) irrep coherent states employed and the condition that nucleon shells are regularly filled allow us to obtain the \(\mid \mathbf{b} ; \mathbf{u}\left[f_{1} f_{2} f_{3}\right]\) ) determinant composed of orbitals (2.3) from the \(\mid \mathbf{u}\left[f_{1} f_{2} f_{3}\right]\) ) determinant using a simple substitution for the parameters of one-particle states (2.2):
\[
\begin{equation*}
\langle\mathbf{r} \mid \mathbf{n}, v, \mathbf{u}\rangle \rightarrow \epsilon_{11}^{n_{1}} \epsilon_{22}^{n_{2}} \epsilon_{33}^{n_{3}}\left\langle\mathbf{x} \mid \mathbf{n}, \boldsymbol{v}, \mathbf{u}^{\prime \prime}\right\rangle \tag{2.9}
\end{equation*}
\]

After performing an analogous substitution for the bras, one reaches the expression sought for
\[
\begin{align*}
& \left(\tilde{\mathbf{b}} ; \mathbf{v}\left[f_{1} f_{2} f_{3}\right] \mid \mathbf{b} ; \mathbf{u}\left[f_{1} f_{2} f_{3}\right]\right) \\
& =\left(\mathbf{v}^{\prime \prime}\left[f_{1} f_{2} f_{3}\right] \mid \mathbf{u} "\left[f_{1} f_{2} f_{3}\right]\right) \\
& \quad \times|\mathbf{B}|^{-A / 2}\left(\epsilon_{11} \tilde{\epsilon}_{11}\right)^{f_{1}}\left(\epsilon_{22} \tilde{\epsilon}_{22}\right)^{f_{2}}\left(\epsilon_{33} \tilde{\epsilon}_{33}\right)^{f_{3}}, \tag{2.10}
\end{align*}
\]
where the multiplier depending on the matrix \(B\) determinant represents the Jacobian of transition (2.6) to spatial coordinates \(\mathbf{x}\). Taking the relations (2.4), (2.7), (2.8), and (2.10) into account, we obtain
\[
\begin{align*}
& \left(\tilde{\mathbf{b}} ; \mathbf{v}\left[f_{1} f_{2} f_{3}\right] \mid \mathbf{b} ; \mathbf{u}\left[f_{1} f_{2} f_{3}\right]\right) \\
& =|\mathbf{B}|^{-A / 2}\left(\mathbf{u}_{1}^{\prime} \mathbf{v}_{1}^{\prime}\right)^{f_{1}-f_{2}} \\
& \quad \times\left(\left[\mathbf{u}_{1}^{\prime} \mathbf{u}_{2}^{\prime}\right]\left[\mathbf{v}_{1}^{\prime} \mathbf{v}_{2}^{\prime}\right]\right)^{f_{2}-f_{3}}\left\{\left(\mathbf{u}_{1}^{\prime} \mathbf{u}_{2}^{\prime} \mathbf{u}_{3}^{\prime}\right)\left(\mathbf{v}_{1}^{\prime} \mathbf{v}_{2}^{\prime} \mathbf{v}_{3}^{\prime}\right)\right\}^{f_{3}} \tag{2.11}
\end{align*}
\]
where the parentheses with two vector arguments indicate a scalar product, and those with three vector arguments indicate a mixed one. Choosing the new notation
\[
\begin{align*}
& \Delta=|\mathbf{B}\|\mathbf{E}-\mathbf{b}\| \mathbf{E}-\tilde{\mathbf{b}}|=|\mathbf{E}-\mathbf{b} \tilde{\mathbf{b}}| \equiv D(\tilde{\mathbf{b}}, \mathbf{b}),  \tag{2.12a}\\
& \mathscr{M}=\Delta \cdot\left(\mathbf{u}_{1}^{\prime} \mathbf{v}_{1}^{\prime}\right)=\Delta \cdot \mathbf{v}_{1}^{T} \mathbf{B}^{-1} \mathbf{u}_{1},  \tag{2.12b}\\
& \mathscr{K}=\Delta \cdot\left(\left[\mathbf{u}_{1}^{\prime} \mathbf{u}_{2}^{\prime}\right]\left[\mathbf{v}_{1}^{\prime} \mathbf{v}_{2}^{\prime}\right]\right)=|\mathbf{E}-\mathbf{b} \| E-\tilde{\mathbf{b}}| \cdot \mathbf{v}_{3}^{T} \mathbf{B} \mathbf{u}_{3} \tag{2.12c}
\end{align*}
\]
(it is easily seen that \(\Delta, \mathscr{M}\), and \(\mathscr{F}\) are polynomials on the matrix elements of \(\mathbf{b}\) and \(\tilde{\mathbf{b}}\) ), using
\[
\left(\mathbf{u}_{1}^{\prime} \mathbf{u}_{2}^{\prime} \mathbf{u}_{3}^{\prime}\right)\left(\mathbf{v}_{1}^{\prime} \mathbf{v}_{2}^{\prime} \mathbf{v}_{3}^{\prime}\right)=|\mathbf{B}|^{-1}
\]
and excluding the center-of-mass motion by normalizing factor \(\Delta^{1 / 2}\), we come from (2.11) to the \(\operatorname{Sp}(6, R)\left[\sigma_{1} \sigma_{2} \sigma_{3}\right]\) irrep coherent state overlap
\[
\begin{equation*}
\langle\tilde{\mathbf{b}} ; \mathbf{v} \mid \mathbf{b} ; \mathbf{u}\rangle=\frac{\mathscr{M}^{f_{1}-f_{2}} \mathscr{K}^{f} f_{2}-f_{1}}{\Delta^{f_{1}+(1 / 2)(A-1)}} . \tag{2.13}
\end{equation*}
\]

Formula (2.13) derived in Ref. 7 is applicable if nucleon shells are occupied in the regular manner. But the regular occupation is preferred only for the lightest nuclei; an increase in the nucleon number results in holes in the shell configurations being energetically preferred. \({ }^{30,31}\) To incorporate the irregular shell occupation, as it was discussed in the Introduction, one has to account for the horizontal mixing.

The extended symplectic model proposed in the present paper describes nucleon systems with horizontal mixture in an open shell. Realizing it, one preserves some advantages of the above considered variant of the \(\operatorname{Sp}(6, R)\) model with reg-
ular shell occupation: the usage of a generating invariant in Slater determinant form and, consequently, the existence of a simple transformation connecting the \(\operatorname{Sp}(6, R)\) and \(\mathrm{SU}(3)\) coherent states. In the extended model the system of \(A\) nucleons is treated as divided into four interacting subsystems, each of them containing nucleons in a fixed spin-isospin state \(v\). The subsystems are built up in a regular way; the corresponding intrinsic configuration is characterized by the total numbers of quanta \(f_{v 1}, f_{v 2}, f_{v 3}\) along the oscillator axes [in the extended \(\mathrm{SU}(3)\) model Elliott indices \(\left(\lambda_{v} \mu_{v}\right)\) \(=\left(f_{v 1}-f_{v 2}, f_{v 2}-f_{v 3}\right)\) are sufficient \(]\).

Some comment is required for the previous paragraph. Note that every subsystem is unambiguously characterized by the fully antisymmetric spatial Young pattern. For the \(p\) shell the space symmetry coincides with the intrinsic state \(\mathrm{U}(3)\) partition [ \(f_{v 1} f_{v 2} f_{v 3}\) ]. For the higher shell one classifies the oscillator quanta, generally speaking, by several partitions. Henceforth we consider the subsystem \(v\) imparted by a fixed [ \(f_{v 1} f_{v 2} f_{v 3}\) ] partition and, consequently, the whole system labeled by a set of four partitions. The latter condition is based on a physical assumption of the relatively weak coupling of subspaces with the fixed partition set. Really, one can divide the full Hamiltonian as follows:
\[
H=H_{0}+\sum_{v} H_{v}+H_{\text {res }}
\]
where \(H_{0}\) is the \(\operatorname{Sp}(6, R)\) invariant contribution of the entire system, \(H_{v}\) are the corrections due to the independent subsystems, and \(H_{\text {res }}\) is the residual term corresponding to the interaction of the subsystems. Contrary to the other terms, \(H_{\text {res }}\) is originated only by the valence nucleon interaction and, for that reason, is expected to be rather small. Hence the cross matrix elements between the states with different partition sets take a nonzero value only on the smallest term of the Hamiltonian.

The formulas for coherent states and their overlaps in the extended model generalize formulas (2.2)-(2.13) quite easily. The single-particle kets of the intrinsic state of the subsystem \(v\) are obtained from states (2.4) by replacing the oscillator reper matrices
\[
\begin{equation*}
\mathbf{u} \rightarrow \mathbf{u}_{v} ; \quad\langle\mathbf{r} \mid \mathbf{n}, v, \mathbf{u}\rangle \rightarrow\left\langle\mathbf{r} \mid \mathbf{n}, v, \mathbf{u}_{v}\right\rangle . \tag{2.14}
\end{equation*}
\]

The matrix \(\mathbf{u}_{v}\) is supposed to be constructed from the vector columns \(\mathbf{u}_{\nu 1}, \mathbf{u}_{v 2}, \mathbf{u}_{\nu 3}\). The bras undergo an analogous modification. The collective matrices \(\mathbf{B}\) ( \(2.5 b\) ) remain unchanged, reflecting the physical assumption about the defining role of the intrinsic configurations in the structure of a nuclear system. If necessary, an additional mixture in collective occupation may be injected into the model without special difficulties (but this will cause an extraordinary calculation inconvenience in applications to the concrete nuclei).

Returning to the extended \(\operatorname{Sp}(6, R)\) model generating kernels we generalize formula (2.13) according to the scheme (2.14):
\[
\begin{align*}
& \langle\tilde{\mathbf{b}} ; \mathbf{v} \mid \mathbf{b} ; \mathbf{u}\rangle=\frac{\Pi_{v} \mathscr{M}_{v}^{f_{v 1}-f_{v 2}} \mathscr{K}_{v}^{f_{v 2}-f_{v 3}}}{\Delta^{f_{1}+(\mathbf{1} / 2)(A-1)}},  \tag{2.15a}\\
& \mathscr{M}_{v}=\Delta \cdot \mathbf{v}_{v 1}{ }^{T} \mathbf{B}^{-1} u_{v 1} \equiv M_{v}(\tilde{\mathbf{b}}, \mathbf{v} ; \mathbf{b}, \mathbf{u}),  \tag{2.15b}\\
& \mathscr{K}_{v}=|\mathbf{E}-\mathbf{b} \| \mathbf{E}-\tilde{\mathbf{b}}| \cdot \mathbf{v}_{v 3}^{T} \mathbf{B} \mathbf{u}_{v 3} \equiv K_{v}(\tilde{\mathbf{b}}, \mathbf{v} ; \mathbf{b}, \mathbf{u}), \tag{2.15c}
\end{align*}
\]
where
\[
f_{i}=\sum_{v} f_{v i}, \quad i=1,3
\]

Now we deal with the kinetic energy operator \(\widehat{T}\) matrix elements. Let us denote by \(\alpha\) the set of the quantum numbers of a normalized basis function. Using the virial theorem for the harmonic oscillator, one can deduce
\[
\begin{equation*}
\langle\widetilde{\alpha}| \widehat{T}|\alpha\rangle=-\left(\hbar^{2} / 2 m\right)\langle\widetilde{\alpha}| \rho^{2}|\alpha\rangle\left(1-2 \delta_{\alpha \tilde{\alpha}}\right) \tag{2.16}
\end{equation*}
\]
to connect the desired matrix elements with the elements of squared hyperradius operator
\[
\rho^{2}=\sum_{i=1}^{A} \mathbf{r}_{i}^{2}-\frac{1}{A}\left(\sum_{i=1}^{A} \mathbf{r}_{i}\right)^{2} .
\]

A formula for the generating kernels of the \(\rho^{2}\) matrix in the \(\mathrm{Sp}(6, R)\) model with a regularly occupied open shell was also derived in Ref. 7. Generalized to the broadened model, it looks like
\[
\begin{align*}
\langle\tilde{\mathbf{b}} ; \mathbf{v}| \rho^{2}|\mathbf{b} ; \mathbf{u}\rangle= & \left\{f_{1}+f_{2}+f_{3}+\frac{3}{2}(A-1)\right. \\
& +\sum_{v}\left(f_{v 1}-f_{v 2}\right) \frac{\partial}{\partial \gamma} \ln \mathscr{M}_{v}(\gamma) \\
& +\sum_{v}\left(f_{v 2}-f_{v 3}\right) \frac{\partial}{\partial \gamma} \ln \mathscr{K}_{v}(\gamma) \\
& \left.+\left(f_{v 1}+\frac{A-1}{2}\right) \frac{\partial}{\partial \gamma} \ln \Delta(\gamma)\right\}\left.\right|_{\gamma=0} \tag{2.17a}
\end{align*}
\]
\[
\mathscr{M}_{v}(\gamma)=\frac{M_{v}((1-\gamma) \tilde{\mathbf{b}}+\gamma \mathbf{E}, \mathbf{v} ;(1-\gamma) \mathbf{b}+\gamma \mathbf{E}, \mathbf{u})}{\boldsymbol{M}_{v}(\gamma \mathbf{E}, \mathbf{E} ; \gamma \mathbf{E}, \mathbf{E})}
\]
\[
\begin{equation*}
\mathscr{K}_{v}(\gamma)=\frac{K_{r}((1-\gamma) \tilde{\mathbf{b}}+\gamma \mathbf{E}, \mathbf{v} ;(1-\gamma) \mathbf{b}+\gamma \mathbf{E}, \mathbf{u})}{K_{v}(\gamma \mathbf{E}, \mathbf{E} ; \gamma \mathbf{E}, \mathbf{E})} \tag{2.17b}
\end{equation*}
\]
\(\Delta(\gamma)=\frac{D((1-\gamma) \tilde{\mathbf{b}}+\gamma \mathbf{E} ;(1-\gamma) \mathbf{b}+\gamma \mathbf{E})}{D(\gamma \mathbf{E} ; \gamma \mathbf{E})}\),
where the functional dependence of \(M_{v}, K_{v}\), and \(D\) was defined by (2.15b), (2.15c), and (2.12a).

\section*{III. POTENTIAL ENERGY MATRIX GENERATING KERNELS. EXPONENTIAL GENERATING FUNCTION FOR PARTIAL EXPANSION}

In the present and subsequent sections we derive analytic expressions for the generating kernels of the matrix of Wigner nucleon-nucleon interaction operator
\[
\begin{equation*}
\widehat{U}_{c}=\sum_{i<j<A} w_{0} \exp \left[-\frac{\gamma\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)^{2}}{2}\right] \equiv \sum_{i<j<A} \hat{V}\left(r_{i}-r_{j}\right) \tag{3.1}
\end{equation*}
\]
where \(\gamma\) is a parameter settling the interaction range. One can generalize the following results to the case of potentials summing several Gaussian functions in a trivial manner. To work with the potentials including other radial dependence, one has to integrate over the parameter \(\gamma\) with a definite weight function.

In accordance with Löwdin's algorithm, \({ }^{29}\) we write the two-body operator \(\widehat{U}_{c}\) matrix elements between the determinant functions \(\langle\tilde{\mathbf{b}} ; \mathbf{v}|\) and \(|\mathbf{b} ; \mathbf{u}\rangle\) in the form of
\[
\begin{align*}
\langle\tilde{\mathbf{b}} ; \mathbf{v}| \hat{U}_{c}|\mathbf{b} ; \mathbf{u}\rangle= & \langle\tilde{\mathbf{b}} ; \mathbf{v} \mid \mathbf{b} ; \mathbf{u}\rangle \\
& \times \sum_{v \bar{v}} w_{0}\left[W_{v \bar{v}}^{+}(\gamma)-W_{\nu \bar{v}}^{-}(\gamma)\right]  \tag{3.2a}\\
W_{\nu \bar{v}}^{+}(\gamma)= & \iint d \mathbf{r}_{1} d \mathbf{r}_{2} \rho_{v}\left(r_{1}, r_{1}\right) \rho_{v}\left(r_{2}, r_{2}\right) \\
& \times \exp \left[-\frac{\gamma}{2}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)^{2}\right]  \tag{3.2b}\\
W_{\bar{v}}(\gamma)= & \iint d \mathbf{r}_{1} d \mathbf{r}_{2} \rho_{v}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \rho_{v}\left(\mathbf{r}_{2}, \mathbf{r}_{1}\right) \\
& \times \exp \left[-\frac{\gamma}{2}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)^{2}\right] \tag{3.2c}
\end{align*}
\]
where \(W_{\nu \dot{v}}^{+}(\gamma), W_{\tilde{v}}(\gamma)\) are the integrals of direct and exchange nucleon interaction between the subsystems \(v\) and \(\tilde{v}\), \(\rho_{v}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)\) is the single-particle spatial density matrix in the subsystem \(v\).

We guess the construction of density matrices of singleparticle orbitals \(\left\langle\mathbf{r} \mid \mathbf{b} ; \mathbf{n}, v, \mathbf{u}_{v}\right\rangle\) and \(\left\langle\tilde{\mathbf{b}} ; \mathbf{n}, \boldsymbol{v}, \mathbf{u}_{v} \mid \mathbf{r}\right\rangle\) to be inexpedient, because the latter are nonorthogonal, if the quantum numbers \(\mathbf{n}\) and \(\tilde{\mathbf{n}}\) belong to the same shell (in the case \(\nu \neq \tilde{v}\) the orbitals are orthogonal like the corresponding spin-isospin functions). So we prefer to orthogonalize the employed orbitals beforehand. Then their overlap matrix becomes di-
agonal, providing undoubted advantages for further transformation.

To solve the stated problem, we use the technique of partial expansion generating functions applied in Ref. 7 to the \(\operatorname{SU}(3)\) model. One can present the single-particle states (2.2) as a derivative of an exponent with respect to the components of the vector parameter \(\mathbf{t}_{v}=\left\{t_{v 1}, t_{v 2}, t_{v 3}\right\}\) :
\[
\begin{align*}
\left\langle\mathbf{r} \mid \mathbf{n}, v, \mathbf{u}_{v}\right\rangle= & \pi^{-3 / 4} \zeta_{v} D\left(\mathbf{n}, \mathbf{t}_{v}\right) \\
& \times\left.\exp \left\{-\mathbf{t}_{v}^{2}+2 \mathbf{r}^{T} \mathbf{u}_{v} \mathbf{t}_{v}-\frac{1}{2} \mathbf{r}^{2}\right\}\right|_{\mathbf{t}_{v}=0},  \tag{3.3a}\\
D\left(\mathbf{n}, \mathbf{t}_{v}\right)= & \left(2^{n} \mathbf{n}!\right)^{-1 / 2} \frac{\partial^{n_{1}} \partial^{n_{2}} \partial^{n_{3}}}{\partial t_{v 1}^{n_{1}} \partial t_{v 2}^{n_{2}} \partial t_{v 3}^{n_{3}}} \tag{3.3b}
\end{align*}
\]

The expression (3.3) makes use of the generating function for Hermite polynomials. A passage to an analogous representation for the single-particle orbitals of the symplectic model takes place as a result of the spatial transformation (2.5)-(2.9)
\[
\begin{align*}
\left\langle\mathbf{r} \mid \mathbf{b} ; \mathbf{n}, v, \mathbf{u}_{v}\right\rangle \sim & \zeta_{v} \pi^{-3 / 4} D\left(\mathbf{n}, t_{v}\right) \\
& \times\left.\exp \left\{-\mathbf{t}_{v}^{2}+2 \mathbf{x}^{T} \mathbf{u}_{v}^{\prime \prime} \mathbf{t}_{v}-\frac{1}{2} \mathbf{x}^{2}\right\}\right|_{\mathbf{t}_{v}=\mathbf{0}} \tag{3.4}
\end{align*}
\]

The factor depending on the elements of the triangular matrix \(\epsilon_{v}\) is omitted in formula (3.4), because it contributes only to the coherent state overlap [see (3.2)], but the subsequent calculations involve the direct \(W_{\nu \dot{v}}^{+}(\gamma)\) and exchange \(W_{\nu \dot{\nu}}(\gamma)\) integrals.

We define the new generating parameters \(\left\{\tau_{v 1}, \tau_{\nu 2}, \tau_{\nu 3}\right\}\) \(=\tau_{v}\) by the following triangular transformation:
\[
\begin{align*}
& \mathbf{t}_{v}=\omega_{v} \tau_{v},  \tag{3.5a}\\
& \omega_{v}=\left(\begin{array}{ccl}
1 /\left(\mathbf{u}_{v 1}^{\prime \prime} \mathbf{u}_{v 1}^{\prime \prime}\right)^{1 / 2} & -\left(\mathbf{u}_{v 2}^{\prime \prime} \mathbf{v}_{v 1}^{\prime \prime}\right) /\left(\mathbf{u}_{v 1}^{\prime \prime} \mathbf{v}_{v 1}^{\prime \prime}\right)^{1 / 2}\left(\mathbf{u}_{v 3}^{\prime \prime} \mathbf{v}_{v 3}^{\prime \prime}\right)^{1 / 2} & \left(\mathbf{u}_{v 1}^{\prime \prime} \mathbf{v}_{v 3}^{\prime \prime}\right) /\left(\mathbf{u}_{v 3}^{\prime \prime} \mathbf{v}_{v 3}^{\prime \prime}\right)^{1 / 2} \\
0 & \left(\mathbf{u}_{v 1}^{\prime \prime} \mathbf{v}_{v 1}^{\prime \prime}\right) /\left(\mathbf{u}_{v 1}^{\prime \prime} \mathbf{v}_{v 1}^{\prime \prime}\right)^{1 / 2}\left(\mathbf{u}_{v 3}^{\prime \prime} \mathbf{v}_{v 3}^{\prime \prime}\right)^{1 / 2} & \left(\mathbf{u}_{v 2}^{\prime \prime} \mathbf{v}_{v 3}^{\prime \prime}\right) /\left(\mathbf{u}_{v 3}^{\prime \prime} \mathbf{v}_{v 3}^{\prime \prime}\right)^{1 / 2} \\
0 & 0 & \left(\mathbf{u}_{v 3}^{\prime \prime} \mathbf{v}_{v 3}^{\prime \prime}\right) /\left(\mathbf{u}_{v 3}^{\prime \prime} \mathbf{v}_{v 3}^{\prime \prime}\right)^{1 / 2}
\end{array}\right) . \tag{3.5b}
\end{align*}
\]

Replacing in the formula (3.4) the differential operator \(D\left(\mathbf{n}, \mathbf{t}_{\nu}\right)\) (3.3b) by the operator \(D\left(\mathbf{n}, \boldsymbol{\tau}_{v}\right)\), we create new singleparticle orbitals
\[
\left.\left\langle\overline{\mathbf{r} \mid \mathbf{b}, \mathbf{n}, v, \mathbf{u}_{v}}\right\rangle \sim \zeta_{v} \pi^{-3 / 4} D\left(\mathbf{n}, \tau_{v}\right) \exp \left\{-\mathbf{t}_{v}^{2}+2 \mathbf{x}^{T} \mathbf{u}_{v}^{\prime \prime} \mathbf{t}_{v}-\frac{1}{2} \mathbf{x}^{2}\right\}\right|_{\mathbf{t}_{v}=\mathbf{0}} .
\]

It seems instrumental to pass within the exponent to parameters \(\tau_{\nu}\) simultaneously with the oscillator reper transformation which sets an invariant image of the vector \(\mathbf{u}_{\nu}^{\prime \prime} \mathbf{t}_{v}\) :
\[
\begin{align*}
& \mathbf{U}_{v}=\mathbf{u}_{v}^{\prime \prime} \boldsymbol{\omega}_{v}, \quad \mathbf{U}_{v} \tau_{v}=\mathbf{u}_{v}^{\prime \prime} \mathbf{t}_{v}  \tag{3.6a}\\
& \left.\left\langle\overline{\mathbf{r} \mid \mathbf{b}, \mathbf{n}, v, \mathbf{u}_{v}}\right\rangle \sim \pi^{-3 / 4} \zeta_{v} D\left(\mathbf{n}, \boldsymbol{\tau}_{v}\right) \exp \left\{-\left(\mathbf{U}_{v} \tau_{v}\right)^{2}+2 \mathbf{x}^{T} \mathbf{U}_{v} \tau_{v}-\frac{1}{2} \mathbf{x}^{2}\right\}\right|_{\tau_{v}=\mathbf{0}} \tag{3.6~b}
\end{align*}
\]

In the last relation the orthogonality of the matrix \(u^{\prime \prime}\) was used. In the same way we define the new bras
\[
\begin{align*}
& \left.\left\langle\tilde{\mathbf{b}} ; \tilde{\mathbf{n}}, \boldsymbol{v}, \mathbf{u}_{v} \mid \mathbf{r}\right\rangle \sim \pi^{-3 / 4} \zeta_{v} D\left(\tilde{\mathbf{n}}, \boldsymbol{\sigma}_{v}\right) \exp \left\{-\left(\mathbf{V}_{v} \boldsymbol{\sigma}_{v}\right)^{2}+2 \mathbf{x}^{T} \mathbf{V}_{v} \boldsymbol{\sigma}_{v}-\frac{1}{2} \mathbf{x}^{2}\right\}\right|_{\sigma_{v}=0},  \tag{3.7a}\\
& \mathbf{V}_{v}=\mathbf{v}_{v}^{\prime \prime} \overline{\boldsymbol{\omega}}_{v},  \tag{3.7b}\\
& \widetilde{\boldsymbol{\omega}}_{v}=\left(\begin{array}{ccl}
1 /\left(\mathbf{u}_{v 1}^{\prime \prime} \mathbf{v}_{v 1}^{\prime \prime}\right)^{1 / 2} & -\left(\mathbf{u}_{v 1}^{\prime \prime} \mathbf{v}_{v 2}^{\prime \prime}\right) /\left(\mathbf{u}_{v 1}^{\prime \prime} \mathbf{v}_{v 1}^{\prime \prime}\right)^{1 / 2}\left(\mathbf{u}_{v 3} \mathbf{v}_{v 3}^{\prime \prime}\right)^{1 / 2} & \left(\mathbf{u}_{v 3}^{\prime \prime} \mathbf{v}_{v 1}^{\prime \prime}\right) /\left(\mathbf{u}_{v 3}^{\prime \prime} \mathbf{v}_{v 3}^{\prime \prime}\right)^{1 / 2} \\
0 & \left(\mathbf{u}_{v 1}^{\prime \prime} \mathbf{v}_{v 1}^{\prime \prime}\right) /\left(\mathbf{u}_{v 1}^{\prime \prime} \mathbf{v}_{v 1}^{\prime \prime}\right)^{1 / 2}\left(\mathbf{u}_{v 3}^{\prime \prime} \mathbf{v}_{v 3}^{\prime \prime}\right)^{1 / 2} & \left(\mathbf{u}_{v 3}^{\prime \prime} \mathbf{v}_{v 2}^{\prime \prime}\right) /\left(\mathbf{u}_{v 3}^{\prime \prime} \mathbf{v}_{v 3}^{\prime \prime}\right)^{1 / 2} \\
0 & 0 & \left(\mathbf{u}_{v 3}^{\prime \prime} \mathbf{v}_{v 3}^{\prime \prime}\right) /\left(\mathbf{u}_{v 3}^{\prime \prime} \mathbf{v}_{v 3}^{\prime \prime}\right)^{1 / 2}
\end{array}\right) . \tag{3.7c}
\end{align*}
\]

The matrices \(\mathbf{U}_{v}\) and \(\mathbf{V}_{v}\) may be treated as consisting of vector columns
\[
\begin{align*}
& \mathbf{U}_{v 1}=\frac{\mathbf{u}_{v 1}^{\prime \prime}}{\left(\mathbf{u}_{v 1}^{\prime \prime} \mathbf{v}_{v 1}^{\prime \prime}\right)^{1 / 2}}, \\
& \mathbf{U}_{v 3}=\frac{\mathbf{v}_{v 3}^{\prime \prime}}{\left(\mathbf{u}_{v 3}^{\prime \prime} \mathbf{v}_{v 3}^{\prime \prime}\right)^{1 / 2}}, \quad \mathbf{U}_{v 2}=\left[\mathbf{V}_{v 3} \mathbf{V}_{v 1}\right],  \tag{3.8a}\\
& \mathbf{V}_{v 1}=\frac{\mathbf{v}_{v 1}^{\prime \prime}}{\left(\mathbf{u}_{v 1}^{\prime \prime} \mathbf{v}_{v 1}^{\prime \prime}\right)^{1 / 2}}, \\
& \mathbf{V}_{v 3}=\frac{\mathbf{u}_{v 3}^{\prime \prime}}{\left(\mathbf{u}_{v 3}^{\prime \prime} \mathbf{v}_{v 3}^{\prime \prime}\right)^{1 / 2}}, \quad \mathbf{V}_{v 2}=\left[\mathbf{U}_{v 3} \mathbf{U}_{v 1}\right],
\end{align*}
\]
which, as is easily seen, are connected by the reciprocity relations
\[
\begin{equation*}
\left(\mathbf{U}_{v i} \mathbf{V}_{v k}\right)=\delta_{i k}, \quad i, k=\overline{1,3} \tag{3.8b}
\end{equation*}
\]

The matrices
\[
\begin{equation*}
\mathbf{P}_{v k}=\mathbf{U}_{\imath \mathbf{k}} \mathbf{V}_{v k}^{T}, \quad \mathbf{P}_{v k}^{T}=\mathbf{V}_{v k} \mathbf{U}_{v k}^{T} \tag{3.9a}
\end{equation*}
\]
of the outer products of vectors \(\mathbf{U}_{\nu k}\) and \(\mathbf{V}_{\nu k}\) are projection ones:
\[
\begin{align*}
& \mathbf{P}_{v i} \mathbf{P}_{v k}=\mathbf{P}_{v i} \delta_{i k}, \quad \mathbf{P}_{v i}^{T} \mathbf{P}_{v k}^{T}=\mathbf{P}_{v i}^{T} \delta_{i k}  \tag{3.9b}\\
& \sum_{k} \mathbf{P}_{v k}=\sum_{k} \mathbf{P}_{v k}^{T}=\mathbf{E} \tag{3.9c}
\end{align*}
\]

Equation (3.9c) may also be written with the help of reper matrices
\[
\begin{equation*}
\mathbf{U}_{\nu} \mathbf{V}_{\nu}^{T}=\mathbf{E} \tag{3.10}
\end{equation*}
\]

One can show the orthogonality of orbitals (3.6b) and (3.7a). Really,
\[
\begin{aligned}
\left\langle\tilde{\mathbf{b}} ; \tilde{\mathbf{n}}, \boldsymbol{v}, \mathbf{v}_{v}\right| \mathbf{b} ; \mathbf{n}, \boldsymbol{v}, \mathbf{u}_{v}
\end{aligned} \sim \pi^{-3 / 2} D\left(\mathbf{n}, \boldsymbol{\tau}_{v}\right) D\left(\mathbf{n}, \boldsymbol{\sigma}_{v}\right), \quad \begin{aligned}
& \\
& \times \int d \mathbf{x} \exp \left\{-\left(\mathbf{U}_{v} \boldsymbol{\tau}_{v}\right)^{2}-\left(\mathbf{V}_{v} \boldsymbol{\sigma}_{v}\right)^{2}\right. \\
&+2 \mathbf{x}^{T}\left(\mathbf{U}_{v} \tau_{v}+\mathbf{V}_{v} \boldsymbol{\sigma}_{v}\right) \\
&\left.-\mathbf{x}^{2}\right\}\left.\right|_{\tau_{v}=\boldsymbol{\sigma}_{v}=0}
\end{aligned}
\]

Integrating and utilizing Eqs. (3.8), one gets
\[
\left\langle\overline{\mathbf{b} ; \tilde{\mathbf{n}}, v, \mathbf{u}_{v} \mid \mathbf{b} ; \mathbf{n}, v, \mathbf{u}_{v}}\right\rangle \sim \delta_{n_{1} \tilde{n}_{2}} \delta_{n_{2} \tilde{n}_{2}} \delta_{n_{3} \tilde{n}_{3}}
\]

The single-particle spatial density matrix built on Slater determinants of the orthogonal orbitals (3.6b) and (3.7a) becomes additive with respect to single-particle states:
\[
\begin{align*}
\rho_{v}\left(\mathbf{x}_{1}, \mathbf{x}_{2}\right)= & \sum_{\mathbf{n}_{v}} D\left(\mathbf{n}_{v}, \tau_{v}\right) D\left(\mathbf{n}_{v}, \boldsymbol{\sigma}_{v}\right) \\
& \times\left.\rho_{v}\left(\mathbf{x}_{1}, \mathbf{x}_{2} ; \boldsymbol{\tau}_{v}, \boldsymbol{\sigma}_{v}\right)\right|_{\tau_{v}=\boldsymbol{\sigma}_{v}=\mathbf{0}}, \tag{3.11a}
\end{align*}
\]
where \(\mathbf{n}_{v}\) are the quantum numbers of the occupied singleparticle orbitals of the subsystem \(v\),
\[
\begin{align*}
& \rho_{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2} ; \boldsymbol{\tau}_{v}, \boldsymbol{\sigma}_{v}\right) \\
& =  \tag{3.11b}\\
& =\pi^{-3 / 2} \exp \left\{-\left(\mathbf{U}_{v} \boldsymbol{\tau}_{v}\right)^{2}-\left(\mathbf{V}_{\nu} \boldsymbol{\sigma}_{v}\right)^{2}\right. \\
& \\
& \left.\quad+2 \mathbf{x}_{1}^{T} \mathbf{U}_{v} \boldsymbol{\tau}_{v}+2 \mathbf{x}_{2}^{T} \mathbf{V}_{\nu} \boldsymbol{\sigma}_{v}-\frac{1}{2}\left(\mathbf{x}_{1}^{2}+\mathbf{x}_{2}^{2}\right)\right\}
\end{align*}
\]

The partial expansion generating function (3.11b) of the density matrix of the subsystem \(v\) contains six generating parameters. Obviously, the generating functions of direct and exchange integrals obtained by substituting (3.11b) into
(3.2b) and (3.2c) transform into 12 parametrical ones. Explicit integration taking (3.6) into account leads to
\[
\begin{align*}
W_{\nu \bar{\nu}}^{ \pm}(\gamma)= & \frac{|\mathbf{B}|^{1 / 2}}{|\mathbf{B}+\gamma \mathbf{E}|^{1 / 2}} \\
& \times \sum_{\mathbf{n}_{v}} \sum_{\mathbf{n}_{\bar{v}}} D\left(\mathbf{n}_{v}, \tau_{v}\right) D\left(\mathbf{n}_{v}, \boldsymbol{\sigma}_{v}\right) D\left(\mathbf{n}_{\bar{\imath}} \boldsymbol{\sigma}_{\bar{v}}\right) D\left(\mathbf{n}_{\hat{v}}, \boldsymbol{\tau}_{\bar{v}}\right) \\
& \times \exp \left(-\mathbf{Y}_{v \bar{v}}^{T} \mathbf{Q}^{ \pm} \mathbf{Y}_{v \tilde{v}}\right), \tag{3.12a}
\end{align*}
\]
where \(\mathbf{Y}_{\imath v}\) is a block vector
\[
\mathbf{Y}_{\bar{v} \bar{v}}=\left(\begin{array}{c}
\mathbf{U}_{v} \tau_{v}  \tag{3.12b}\\
\mathbf{v}_{v} \boldsymbol{\sigma}_{v} \\
\mathbf{U}_{\bar{v}} \boldsymbol{\tau}_{\bar{v}} \\
\mathbf{V}_{\bar{v}} \boldsymbol{\sigma}_{\bar{v}}
\end{array}\right)
\]
\(\mathbf{Q}^{ \pm}\)are the block matrices
\[
\begin{align*}
& \mathbf{Q}^{+}=\left(\begin{array}{cccc}
\mathbf{q} & \mathbf{q}-\mathbf{E} & -\mathbf{q} & -\mathbf{q} \\
\mathbf{q}-\mathbf{E} & \mathbf{q} & -\mathbf{q} & -\mathbf{q} \\
-\mathbf{q} & -\mathbf{q} & \mathbf{q} & \mathbf{q}-\mathbf{E} \\
-\mathbf{q} & -\mathbf{q} & \mathbf{q}-\mathbf{E} & \mathbf{q}
\end{array}\right), \\
& Q^{-}=\left(\begin{array}{cccc}
\mathbf{q} & -\mathbf{q} & -\mathbf{q} & \mathbf{q}-\mathbf{E} \\
-\mathbf{q} & \mathbf{q} & \mathbf{q}-\mathbf{E} & -\mathbf{q} \\
-\mathbf{q} & \mathbf{q}-\mathbf{E} & \mathbf{q} & -\mathbf{q} \\
\mathbf{q}-\mathbf{E} & -\mathbf{q} & -\mathbf{q} & \mathbf{q}
\end{array}\right),  \tag{3.12c}\\
& \mathbf{q}=\frac{1}{2} \gamma(\mathbf{B}+\gamma \mathbf{E})^{-1} . \tag{3.12d}
\end{align*}
\]

To derive (3.12), the well-known integral \({ }^{32}\) was applied:
\[
\begin{equation*}
\int d \mathbf{y} e^{-\mathbf{y}^{T} \mathbf{C y}+2 \mathbf{z}^{T} \mathbf{y}}=\left(\frac{\pi^{n}}{|\mathbf{C}|}\right)^{1 / 2} \exp \left(\mathbf{z}^{T} \mathbf{C}^{-1} \mathbf{z}\right) \tag{3.13}
\end{equation*}
\]
where \(\mathbf{C}\) is a positively defined symmetrical matrix of \(n\)th order, and \(|\cdots|\) are the determinant bars. Taking (2.5b), (2.12a), and (2.17b) into account, one notes that
\[
\begin{equation*}
\frac{|\mathbf{B}|}{|\mathbf{B}+\gamma \mathbf{E}|}=\frac{\Delta}{(1+\gamma)^{3} \Delta(\gamma)} \tag{3.14}
\end{equation*}
\]

Equations (3.12) and (3.14) generalize the result of \(\mathrm{Fi}-\) lippov et al. \({ }^{7}\) for the \(\mathrm{SU}(3)\) model with regular shell occupation to the extended \(\operatorname{Sp}(6, R)\) model. The presence of 12 generating parameters makes the differentiation of the exponential generating function on the right-hand side of (3.12a) sufficiently complicate. It seems expedient to transform the expression obtained to reduce the number of generating parameters. The next section deals with such a program.

\section*{IV. POTENTIAL ENERGY MATRIX GENERATING KERNELS. DETERMINANT GENERATING FUNCTION FOR PARTIAL EXPANSION}

As one sees by analyzing formula (3.11b) for the partial expansion generating function, the possibility to occupy each of three Cartesian axes with oscillator quanta is provided by two generating parameters. We define a new generating function so that the \(k\) th axis occupation numbers \(n_{\nu k}\) are generated only with the help of one parameter \(g_{v k}\), \(k=\overline{1,3}\),
\[
\begin{align*}
\rho_{v}\left(\mathbf{x}_{1}, \mathbf{x}_{2} ; \mathbf{G}_{v}\right)= & \sum_{n} g_{v 1}^{n_{1}} g_{v 2}{ }^{n_{2}} g_{v_{s}}^{n_{v}} \\
& \times D\left(\mathbf{n}, \boldsymbol{\tau}_{v}\right) D\left(\mathbf{n}, \boldsymbol{\sigma}_{v}\right) \\
& \times\left.\rho_{v}\left(\mathbf{x}_{1}, \mathbf{x}_{2} ; \boldsymbol{\tau}_{v}, \boldsymbol{\sigma}_{v}\right)\right|_{\tau_{v}=\boldsymbol{\sigma}_{v}=\mathbf{0}} \tag{4.1}
\end{align*}
\]
with arbitrary non-negative integer numbers \(n_{1}, n_{2}, n_{3}\). Here the generating parameters are collected not in vectors, as in the previous discussion, but in diagonal matrices
\[
\mathbf{G}_{v}=\operatorname{diag}\left(g_{v 1}, g_{v 2}, g_{v 3}\right)
\]

Using formula (3.3b), we rewrite (4.1) as follows:
\[
\begin{align*}
\rho_{v}\left(\mathbf{x}_{1}, \mathbf{x}_{2} ; \mathbf{G}_{v}\right)= & \exp \left\{\frac{1}{2}\left(\frac{\partial}{\partial \tau_{v}}\right)^{T} \mathbf{G}_{v} \frac{\partial}{\partial \boldsymbol{\sigma}_{v}}\right\} \\
& \times\left.\rho_{v}\left(\mathbf{x}_{1}, \mathbf{x}_{2} ; \boldsymbol{\tau}_{v}, \boldsymbol{\sigma}_{v}\right)\right|_{\tau_{v}=\boldsymbol{\sigma}_{v}=\mathbf{0}} . \tag{4.2}
\end{align*}
\]

On the right-hand side of (4.2) we denote such variables as \(\boldsymbol{\xi}, \eta\) :
\[
\boldsymbol{\tau}_{v}=\frac{1}{3}(\boldsymbol{\xi}+\boldsymbol{\eta}), \quad \boldsymbol{\sigma}_{v}=\frac{1}{2}(\boldsymbol{\xi}-\boldsymbol{\eta}),
\]
and define the vector differential operator
\[
\hat{\mathbf{z}}=\frac{1}{\sqrt{2}}\left(\begin{array}{ll}
\mathbf{G}_{v}^{1 / 2} & \frac{\partial}{\partial \xi} \\
i \mathbf{G}_{v}^{1 / 2} & \frac{\partial}{\partial \eta}
\end{array}\right)
\]

Then (4.2) passes into
\[
\begin{align*}
& \rho_{\nu}\left(\mathbf{x}_{1}, \mathbf{x}_{2} ; \mathbf{G}_{v}\right) \\
& \quad=\left.e^{\hat{z}^{2}} \rho_{v}\left(\mathbf{x}_{1}, \mathbf{x}_{2} ; \boldsymbol{\xi}+\boldsymbol{\eta} / 2, \boldsymbol{\xi}-\boldsymbol{\eta} / 2\right)\right|_{\boldsymbol{\xi}=\boldsymbol{\eta}=0} \tag{4.3}
\end{align*}
\]

One can deduce from (3.13) if \(\mathbf{C}=\mathbf{E}\)
\[
\begin{equation*}
e^{\mathbf{z}^{2}}=\pi^{-n / 2} \int d \mathbf{y} \exp \left(-\mathbf{y}^{2}+2 \mathbf{y}^{T} \mathbf{z}\right) \tag{4.4}
\end{equation*}
\]

The operator transformation (4.4) is justified when the operator \(\hat{\mathbf{z}}\) is restricted with respect to the norm in the investigated function space. In our case the functions (3.11b) are analytic, and the transformation (4.4) really takes place. Performing it on the right side of (4.3) and substituting the auxiliary vector \(y\) as a block
\[
\mathbf{y}=\binom{\xi^{\prime}}{\eta^{\prime}}
\]
one obtains
\[
\begin{aligned}
\rho_{v}\left(\mathbf{x}_{1}, \mathbf{x}_{2} ; \mathbf{G}_{v}\right)= & \pi^{-3} \iint d \xi^{\prime} d \boldsymbol{\eta}^{\prime} \exp \left\{-\xi^{\prime 2}-\boldsymbol{\eta}^{\prime 2}-\left[\frac{1}{\sqrt{2}} \mathbf{U}_{v} \mathbf{G}_{v}^{1 / 2}\left(\xi^{\prime}+i \boldsymbol{\eta}^{\prime}\right)\right]^{2}-\left[\frac{1}{\sqrt{2}} \mathbf{V}_{v} \mathbf{G}_{v}^{1 / 2}\left(\xi^{\prime}-i \boldsymbol{\eta}^{\prime}\right)\right]^{2}\right. \\
& \left.+2 \mathbf{x}_{1}^{T}\left[\frac{1}{\sqrt{2}} \mathbf{U}_{v} \mathbf{G}_{v}^{1 / 2}\left(\xi^{\prime}+i \boldsymbol{\eta}^{\prime}\right)\right]+2 \mathbf{x}_{2}^{T}\left[\frac{1}{\sqrt{2}} \mathbf{V}_{\nu} \mathbf{G}_{v}^{1 / 2}\left(\xi^{\prime}-i \boldsymbol{\eta}^{\prime}\right)\right]-\frac{1}{2}\left(\mathbf{x}_{1}^{2}+\mathbf{x}_{2}^{2}\right)\right\}
\end{aligned}
\]

Returning to the variables
\[
\tau_{v}=\frac{1}{\sqrt{2}} \mathbf{G}_{v}^{1 / 2}\left(\xi^{\prime}+i \eta^{\prime}\right), \quad \sigma_{v}=\frac{1}{\sqrt{2}} \mathbf{G}_{v}^{1 / 2}\left(\xi^{\prime}-i \eta^{\prime}\right)
\]
we write down the result for the generating function
\[
\begin{align*}
\rho_{v}\left(\mathbf{x}_{1}, \mathbf{x}_{2} ; \mathbf{G}_{v}\right)= & \left(\frac{i}{\pi}\right)^{3}\left(g_{v 1} g_{v 2} g_{v 3}\right)^{-1} \\
& \times \iint d \tau_{v} d \sigma_{v} \exp \left(-2 \sigma_{v}^{T} \mathbf{G}_{v}^{-1} \tau_{v}\right) \\
& \times \rho_{v}\left(\mathbf{x}_{1}, \mathbf{x}_{2} ; \tau_{v}, \boldsymbol{\sigma}_{v}\right) \tag{4.5}
\end{align*}
\]

The generating functions (4.1) and (3.11b) happened to be connected by the integral transformation (4.5), excluding the superfluous generating parameters. By analogy to (4.1), we define, on the basis of (3.12a), the generating function for direct and exchange integrals
\[
\begin{aligned}
W^{ \pm}\left(\gamma ; \mathbf{G}_{v}, \mathbf{G}_{\tilde{v}}\right)= & \frac{|\mathbf{B}|^{1 / 2}}{|\mathbf{B}+\gamma \mathbf{E}|^{1 / 2}} \sum_{\mathbf{n}} \sum_{\tilde{n}} \prod_{k} g_{v k}^{n_{k}} g_{\tilde{v} k}^{\bar{n}_{k}} \\
& \times D\left(\mathbf{n}, \boldsymbol{\tau}_{v}\right) D\left(\mathbf{n}, \boldsymbol{\sigma}_{v}\right) D\left(\tilde{\mathbf{n}}, \boldsymbol{\tau}_{\tilde{v}}\right) D\left(\tilde{\mathbf{n}}, \boldsymbol{\sigma}_{\tilde{v}}\right) \\
& \times \exp \left(-\mathbf{Y}_{v \tilde{v}}^{T} \mathbf{Q}^{ \pm} \mathbf{Y}_{v \tilde{v}}\right) .
\end{aligned}
\]

Then, using (4.5), (3.10), (3.12), and (3.13), we can write
\[
W^{ \pm}\left(\gamma ; \mathbf{G}_{v}, \mathbf{G}_{\bar{v}}\right)
\]
\[
\begin{equation*}
=-\frac{|\mathbf{B}|^{1 / 2}}{|\mathbf{B}+\gamma \mathbf{E}|^{1 / 2}\left|\mathbf{S}_{v \tilde{v}}^{T} \mathbf{Q}^{ \pm}\left(\mathbf{G}_{v}, \mathbf{G}_{\bar{v}}\right) \mathbf{S}_{v \bar{v}}\right|^{1 / 2}\left|\mathbf{G}_{v} \mathbf{G}_{\bar{v}}\right|}, \tag{4.6a}
\end{equation*}
\]
where \(\mathbf{S}_{v i}\) is a quasidiagonal matrix
\[
\mathbf{S}_{\nu \bar{v}}=\left(\begin{array}{llll}
\mathbf{U}_{\nu} & & &  \tag{4.6b}\\
& \mathbf{V}_{\nu} & & \\
& & \mathbf{U}_{\tilde{v}} & \\
& & & \mathbf{V}_{\tilde{v}}
\end{array}\right)
\]
\(\mathbf{Q}^{ \pm}\left(\mathbf{G}_{v}, \mathbf{G}_{\dot{v}}\right)\) is a block matrix [see (3.12c)],
\(\mathbf{Q}^{ \pm}\left(\mathbf{G}_{v}, \mathbf{G}_{\dot{v}}\right)\)
\[
=\mathbf{Q}^{ \pm}+\left(\begin{array}{cccc}
\mathbf{O} & \Gamma_{v}-T & \mathbf{O} & \mathbf{O}  \tag{4.6c}\\
\Gamma_{v}^{-1} & \mathbf{O} & \mathbf{O} & \mathbf{O} \\
\mathbf{O} & \mathbf{O} & \mathbf{O} & \Gamma_{\tilde{v}}-T \\
\mathbf{O} & \mathbf{O} & \Gamma_{\tilde{v}}^{-1} & \mathbf{O}
\end{array}\right)
\]

Taking into account [see (3.10)] that
\[
\left|\mathbf{S}_{v \bar{v}}\right|=1,
\]
we focus on the transformation of the determinants \(\left|\mathbf{Q}^{+}\left(\mathbf{G}_{v}, \mathbf{G}_{\bar{v}}\right)\right|\) and \(\left|\mathbf{Q}^{-}\left(\mathbf{G}_{v}, \mathbf{G}_{\bar{v}}\right)\right|\). Really, these determinants have the 12th order, while the other ones in Eq. (4.6a) have the third order, in accordance with the physical space dimension. We use the \(\left|\mathbf{Q}^{+}\left(\mathbf{G}_{v}, \mathbf{G}_{\dot{v}}\right)\right|\) example to consider a possible way to decrease the order of the determinants of interest. The initial form, as one can see from (3.12) and (4.6c), is
\[
\left|\mathbf{Q}^{+}\left(\mathbf{G}_{v}, \mathbf{G}_{\dot{v}}\right)\right|=\left|\begin{array}{cccc}
\mathbf{q} & \mathbf{q}-\mathbf{E}+\mathbf{\Gamma}_{v}-T & -\mathbf{q} & -\mathbf{q}  \tag{4.7a}\\
\mathbf{q}-\mathbf{E}+\boldsymbol{\Gamma}_{v}{ }^{-1} & \mathbf{q} & -\mathbf{q} & -\mathbf{q} \\
-\mathbf{q} & -\mathbf{q} & -\mathbf{q} & \mathbf{q}-\mathbf{E}+\mathbf{\Gamma}_{\bar{v}}-\tau \\
-\mathbf{q} & -\mathbf{q} & \mathbf{q}-\mathbf{E}+\boldsymbol{\Gamma}_{\bar{v}}^{-1} & \mathbf{q}
\end{array}\right|
\]

With the help of linear operations on block lines and columns that leave the determinant value unchanged, one transforms (4.7a), for example, to
\[
\left|\mathbf{Q}^{+}\left(\mathbf{G}_{v}, \mathbf{G}_{\bar{v}}\right)\right|=\left|\begin{array}{cccc}
2 \mathbf{E}-\boldsymbol{\Gamma}_{v}{ }^{-\boldsymbol{T}}-\boldsymbol{\Gamma}_{\tilde{v}}{ }^{-\boldsymbol{T}} & \mathbf{O} & \mathbf{E}-\boldsymbol{\Gamma}_{\bar{v}}-\boldsymbol{T} & \mathbf{O}  \tag{4.7b}\\
\mathbf{0} & 2 \mathbf{E}-\boldsymbol{\Gamma}_{v}{ }^{-1}-\boldsymbol{\Gamma}_{\tilde{v}^{-1}} & \mathbf{O} & \mathbf{E}-\boldsymbol{\Gamma}_{\bar{v}}{ }^{-1} \\
\mathbf{E}-\boldsymbol{\Gamma}_{v}-\boldsymbol{T} & \mathbf{O} & \mathbf{q} & \mathbf{q} \\
\mathbf{O} & \mathbf{E}-\boldsymbol{\Gamma}_{v}{ }^{-1} & \mathbf{q} & \mathbf{q}
\end{array}\right|
\]

The form (4.7b) is fitted better than (4.7) to the Schur's algorithm reducing the calculation of the \(2 n\) th-order determinant to \(n\) th-order ones \({ }^{33}\)
\[
\left|\begin{array}{ll}
\mathbf{A} & \mathbf{B}  \tag{4.8}\\
\mathbf{C} & \mathbf{D}
\end{array}\right|=|\mathbf{A}|\left|\mathbf{D}-\mathbf{C A}^{-1} \mathbf{B}\right| .
\]

Using formula (4.8) and taking identity
\[
\begin{align*}
& \left(\mathbf{E}-\boldsymbol{\Gamma}_{v}{ }^{-1}\right)\left(2 \mathbf{E}-\boldsymbol{\Gamma}_{v}{ }^{-1}-\boldsymbol{\Gamma}_{\dot{v}}^{-1}\right)\left(\mathbf{E}-\boldsymbol{\Gamma}_{\bar{v}}^{-1}\right)=-\left(\mathbf{U}_{v} \mathbf{H}_{v} \mathbf{V}_{v}{ }^{T}+\mathbf{U}_{\bar{v}} \mathbf{H}_{\bar{v}} \mathbf{V}_{\bar{v}}{ }^{T}\right)^{-1}  \tag{4.9a}\\
& \mathbf{H}_{v}=\mathbf{G}_{v}\left(\mathbf{E}-\mathbf{G}_{v}\right)^{-1} \tag{4.9b}
\end{align*}
\]
into account, we obtain a sixth-order determinant
\[
\begin{align*}
& \left|\mathbf{Q}^{+}\left(\mathbf{G}_{v}, \mathbf{G}_{\bar{v}}\right)\right| \\
& =\left|2 \mathrm{E}-\Gamma_{v}{ }^{-1}-\Gamma_{\bar{v}}{ }^{-1}\right|\left|2 \mathrm{E}-\Gamma_{v}{ }^{-1}-\Gamma_{\tilde{v}}{ }^{-1}\right| \\
& \times\left|\begin{array}{cc}
\left(\mathbf{V}_{v} \mathbf{H}_{v} \mathbf{U}_{v}{ }^{T}+\mathbf{V}_{\tilde{i}} \mathbf{H}_{\tilde{v}} \mathbf{U}_{\tilde{v}}{ }^{T}\right)^{-1} & \mathbf{q} \\
-\left(\mathbf{U}_{v} \mathbf{H}_{v} \mathbf{V}_{v}{ }^{T}+\mathbf{U}_{\bar{v}} \mathbf{H}_{\bar{v}} \mathbf{V}_{\bar{v}}{ }^{T}\right)^{-1}-\left(\mathbf{V}_{v} \mathbf{H}_{v} \mathbf{U}_{v}{ }^{T}+\mathbf{V}_{\tilde{v}} \mathbf{H}_{\tilde{v}} \mathbf{U}_{\tilde{v}}{ }^{T}\right)^{-1} & \left(\mathbf{U}_{v} \mathbf{H}_{v} \mathbf{V}_{v}{ }^{T}+\mathbf{U}_{\tilde{v}} \mathbf{H}_{\hat{v}} \mathbf{V}_{\tilde{v}}{ }^{T}\right)^{-1}
\end{array}\right| . \tag{4.10}
\end{align*}
\]

Application of formula (4.8) together with the identity
\[
\begin{aligned}
\mid 2 \mathbf{E}- & \boldsymbol{\Gamma}_{v}{ }^{-1}-\mathbf{\Gamma}_{\bar{v}}{ }^{-1} \mid \\
= & -\left|\mathbf{G}_{v}\right|^{-1}\left|\mathbf{G}_{\tilde{v}}\right|^{-1}\left|\mathbf{E}-\mathbf{G}_{v}\right|\left|\mathbf{E}-\mathbf{G}_{\tilde{v}}\right| \\
& \times\left|\mathbf{V}_{\tilde{v}}{ }^{T} \mathbf{U}_{v} \mathbf{H}_{v}+\mathbf{H}_{\bar{v}} \mathbf{V}_{\bar{v}}{ }^{T} \mathbf{U}_{v}\right|
\end{aligned}
\]
transfers (4.10) into
\[
\begin{align*}
\mid \mathbf{Q}^{+} & \left(\mathbf{G}_{v}, \mathbf{G}_{\bar{v}}\right) \mid \\
= & (-1)^{2}\left|\mathbf{G}_{v}\right|^{2}\left|\mathbf{G}_{\tilde{\imath}}\right|^{2}\left|\mathbf{E}-\mathbf{G}_{v}\right|^{2}\left|\mathbf{E}-\mathbf{G}_{\tilde{v}}\right|^{2} \\
& \times \mid \mathbf{E}+\left(\mathbf{U}_{v} \mathbf{H}_{v} \mathbf{V}_{v}{ }^{T}+\mathbf{U}_{\tilde{v}} \mathbf{H}_{\tilde{v}} \mathbf{V}_{\tilde{v}}{ }^{T}\right) \mathbf{q} \\
& +\left(\mathbf{V}_{v} \mathbf{H}_{v} \mathbf{U}_{v}{ }^{T}+\mathbf{V}_{\tilde{v}} \mathbf{H}_{\bar{v}} \mathbf{U}_{\tilde{v}}{ }^{T}\right) \mathbf{q} \mid . \tag{4.11}
\end{align*}
\]

Substituting (4.11) into (4.6a) and remembering a definition (3.12d), we reach the following result:
\[
W^{+}\left(\gamma ; \mathbf{G}_{v}, \mathbf{G}_{\tilde{v}}\right)
\]
\[
\begin{align*}
= & \frac{|\mathbf{B}|^{1 / 2}}{\left|\mathbf{E}-\mathbf{G}_{v}\right|\left|\mathbf{E}-\mathbf{G}_{\bar{v}}\right|} \\
& \times \left\lvert\, \mathbf{B}+\gamma \mathbf{E}+\frac{\gamma}{2}\left(\mathbf{U}_{v} \mathbf{H}_{v} \mathbf{V}_{v}{ }^{T}+\mathbf{U}_{\hat{v}} \mathbf{H}_{\bar{v}} \mathbf{V}_{\hat{v}}{ }^{T}\right)\right. \\
& +\left.\frac{\gamma}{2}\left(\mathbf{V}_{v} \mathbf{H}_{v} \mathbf{U}_{v}{ }^{T}+\mathbf{V}_{\tilde{\imath}} \mathbf{H}_{\bar{v}} \mathbf{U}_{\bar{v}}{ }^{T}\right)\right|^{-1 / 2} \tag{4.12}
\end{align*}
\]

Using the generating function for Laguerre polynomials
\[
\frac{1}{1-g} \exp \left(-\frac{g z}{1-g}\right)=\sum_{n=0}^{\infty} g^{n} L_{n}(z),
\]
we rewrite (4.12) in the form of
\[
\begin{align*}
& W^{+}\left(\gamma ; \mathbf{G}_{v}, \mathbf{G}_{\bar{v}}\right) \\
& =|\mathbf{B}|^{1 / 2} \sum_{\mathrm{n}} \sum_{\overline{\mathrm{i}}} \prod_{k} g_{v k}{ }^{n_{k}} g_{\tilde{i} k}{ }^{\tilde{n}_{k}} \\
& \times L_{n_{k}}\left(-\frac{\partial}{\partial H_{v k}}\right) L_{\tilde{n}_{k}}\left(-\frac{\partial}{\partial H_{\tilde{\nu} k}}\right) \\
& \times \left\lvert\, \mathbf{B}+\gamma \mathbf{E}+\frac{\gamma}{2}\left(\mathbf{U}_{v} \mathbf{H}_{\nu} \mathbf{V}_{\nu}{ }^{T}+\mathbf{U}_{\bar{v}} \mathbf{H}_{\bar{v}} \mathbf{V}_{\bar{v}}{ }^{T}\right)\right. \\
& +\left.\left.\frac{\gamma}{2}\left(\mathbf{V}_{v} \mathbf{H}_{v} \mathbf{U}_{v}^{T}+\mathbf{V}_{\bar{v}} \mathbf{H}_{\bar{v}} \mathbf{U}_{\bar{v}}{ }^{T}\right)\right|^{-1 / 2}\right|_{\mathbf{H}_{v}=\mathbf{H}_{\bar{v}}=\mathbf{o}} . \tag{4.13}
\end{align*}
\]

In Eq. (4.13) \(H_{v k}\) and \(H_{\tilde{\imath} k}\) (the elements of diagonal matri\(\operatorname{ces} \mathbf{H}_{v}\) and \(\mathbf{H}_{\dot{v}}\) ) are treated as independent variables, in contrast to Eq. (4.12) where these symbols denoted the definite functions (4.9b) of the parameters \(g_{\nu k}\) and \(g_{\bar{v} k}\).

Comparing (4.13) with (3.12a), one gets the desired formula for direct integrals
\[
\begin{align*}
& W_{\nu \bar{v}}^{+}(\gamma) \\
&=|\mathbf{B}|^{1 / 2} \sum_{\mathbf{n}_{v}} \sum_{\mathbf{n}_{\bar{v}}} \prod_{k} L_{n_{v k}}\left(-\frac{\partial}{\partial H_{k}}\right) L_{n_{i v k}}\left(-\frac{\partial}{\partial \widetilde{H}_{k}}\right) \\
& \times \left\lvert\, \mathbf{B}+\frac{\gamma}{2}\left(\mathbf{E}+\mathbf{U}_{\nu} \mathbf{H} \mathbf{V}_{\nu}{ }^{T}+\mathbf{U}_{\hat{v}} \widetilde{\mathbf{H}} \mathbf{V}_{\hat{v}}{ }^{\boldsymbol{T}}\right)\right. \\
&+\left.\left.\frac{\gamma}{2}\left(\mathbf{E}+\mathbf{V}_{\nu} \mathbf{H U}_{\nu}^{r}+\mathbf{V}_{\tilde{v}} \widetilde{\mathbf{H}} \mathbf{U}_{\hat{v}}{ }^{T}\right)\right|^{-1 / 2}\right|_{\mathbf{H}=\widetilde{\mathbf{H}}=\mathbf{0}} \tag{4.14a}
\end{align*}
\]

The exchange integrals need a more complicated expression:
\[
\begin{aligned}
& W_{\bar{v}}(\gamma) \\
&=|B|^{1 / 2} \sum_{\mathbf{n}_{\nu}} \sum_{n_{\tilde{v}}} \prod_{k} L_{n_{v k}}\left(-\frac{\partial}{\partial H_{k}}\right) L_{n_{i j}}\left(-\frac{\partial}{\partial \widetilde{H}_{k}}\right) \\
& \times \mid\left(\mathbf{E}+\mathbf{U}_{v} \mathbf{H} \mathbf{V}_{v}{ }^{T}+\mathbf{U}_{\tilde{v}} \tilde{\mathbf{H}} \mathbf{V}_{\tilde{v}}{ }^{T}\right) \\
& \times\left.\left(\mathbf{E}+\mathbf{V}_{v} \mathbf{H} \mathbf{U}_{v}{ }^{T}+\mathbf{V}_{\tilde{v}} \widetilde{\mathbf{H}} \mathbf{U}_{\tilde{v}}{ }^{T}\right)\right|^{-1 / 2} \\
& \times \left\lvert\, \mathbf{B}+\frac{\gamma}{2}\left(\mathbf{E}+\mathbf{U}_{v} \mathbf{H} \mathbf{V}_{v}{ }^{T}+\mathbf{U}_{\tilde{v}} \widetilde{\mathbf{H}} \mathbf{V}_{\tilde{v}}{ }^{T}\right)^{-1}\right.
\end{aligned}
\]
\[
\begin{equation*}
+\left.\left.\frac{\gamma}{2}\left(\mathbf{E}+\mathbf{V}_{\tilde{v}} \widetilde{\mathbf{H}} \mathbf{U}_{\tilde{v}}{ }^{T}+\mathbf{V}_{v} \mathbf{H} \mathbf{U}_{v}{ }^{T}\right)^{-1}\right|^{-1 / 2}\right|_{\mathbf{H}=\tilde{\mathbf{H}}=\mathbf{0}} \tag{4.14b}
\end{equation*}
\]

In Eqs. (4.14), we introduce the symbols for generating parameters simplified as compared to (4.13). One can write these equations in another manner using the projection matrices (3.9)
\[
\begin{align*}
W_{v \tilde{v}}^{+}(\gamma)= & |\mathbf{B}|^{1 / 2} \sum_{\mathbf{n}_{v}} \sum_{n_{\bar{v}}} \prod_{k} L_{n_{v k}}\left(-\frac{\partial}{\partial H_{k}}\right) L_{n_{\bar{v} k}}\left(-\frac{\partial}{\partial \widetilde{H}_{k}}\right) \\
& \times\left.\left|\mathbf{B}+\frac{\gamma}{2} \sum_{l}\left[\left(\frac{1}{2}+H_{l}\right)\left(\mathbf{P}_{v l}+\mathbf{P}_{v l}^{T}\right)+\left(\frac{1}{2}+\widetilde{H}_{l}\right)\left(\mathbf{P}_{\hat{v} l}+\mathbf{P}_{\tilde{v} l}^{T}\right)\right]\right|^{-1 / 2}\right|_{H_{k}=H_{k}=0},  \tag{4.15a}\\
W_{v \bar{v}}^{-}(\gamma)= & |\mathbf{B}|^{1 / 2} \sum_{\mathbf{n}_{v}} \sum_{\mathbf{n}_{\bar{v}}} \prod_{k} L_{n_{v k}}\left(-\frac{\partial}{\partial H_{k}}\right) L_{n_{\bar{v} k}}\left(-\frac{\partial}{\partial \widetilde{H}_{k}}\right) \\
& \times\left|\sum_{l}\left[\left(\frac{1}{2}+H_{l}\right) \mathbf{P}_{v l}+\left(\frac{1}{2}+\widetilde{H}_{l}\right) \mathbf{P}_{\bar{v} l}\right]\right|^{-1 / 2}\left|\sum_{l}\left[\left(\frac{1}{2}+H_{l}\right) \mathbf{P}_{v l}^{T}+\left(\frac{1}{2}+\widetilde{H}_{l}\right) \mathbf{P}_{\tilde{v} l} T\right]\right|^{-1 / 2} \\
& \times \left\lvert\, \mathbf{B}+\frac{\gamma}{2}\left\{\sum_{l}\left[\left(\frac{1}{2}+H_{l}\right) \mathbf{P}_{v l}+\left(\frac{1}{2}+\widetilde{H}_{l}\right) \mathbf{P}_{\tilde{v} l}\right]\right\}^{-1}\right. \\
& +\left.\left.\frac{\gamma}{2}\left\{\sum_{l}\left[\left(\frac{1}{2}+H_{l}\right) \mathbf{P}_{v l}^{T}+\left(\frac{1}{2}+\widetilde{H}_{l}\right) \mathbf{P}_{\bar{v} l}^{T}\right]\right\}^{-1}\right|^{-1 / 2}\right|_{H_{k}=\widetilde{H}_{k}=0 .} \tag{4.15b}
\end{align*}
\]

Equations (2.15a), (3.2a), and (4.15) solve the problem of constructing the generating kernels of the Wigner interaction matrix in the extended symplectic model. As one can see from (4.15), the sought for generating kernels are obtained by the differentiation of the corresponding determinant generating function of partial expansion with respect to, generally speaking, six parameters. (In the case of identical subsystems \(v\) and \(\tilde{v}\), three independent generating parameters are sufficient, as will be shown in Sec. VI.) Equations (4.15) are much simpler than (3.12) with the exponential generating function: moreover, their determinant form makes them similar to (2.22) and (2.24). The similarity becomes more manifest if one notes that "extra" vectors \(\mathbf{U}_{v 2}\) and \(\mathbf{V}_{v 2}\) [see (3.8a)] always may be excluded from (4.15) by means of unit expansion (3.9c), and the matrices \(\mathbf{P}_{v 1}\) and \(\mathbf{P}_{v 3}\) may be expressed using the initial generator coordinates and the blocks (2.15):
\[
\begin{aligned}
& \mathbf{P}_{v 1}=\frac{\Delta}{\mathscr{M}_{v}} \mathbf{B}^{-1 / 2} \mathbf{u}_{v 1} \mathbf{v}_{v 1}^{T} \mathbf{B}^{-1 / 2}, \\
& \mathbf{P}_{v 3}=\frac{|E-b||E-\tilde{b}|}{\mathscr{K}_{v}} \mathbf{B}^{1 / 2} \mathbf{v}_{\nu 3} \mathbf{u}_{v 3}^{T} \mathbf{B}^{1 / 2} .
\end{aligned}
\]

The correction of Eqs. (4.15) for potentials with spinisospin dependence and their subsequent analysis in the limiting cases of physical interest will be presented in Sec. VI. And now we proceed to generalize the result of the present section on static nucleon interactions possessing no spherical symmetry.

\section*{V. POTENTIAL ENERGY MATRIX GENERATING KERNELS. TENSOR INTERACTION}

Let us consider a two-body tensor interaction operator in the \(A\) nucleon system
\[
\begin{align*}
\hat{U}_{t} & =\sum_{i<j \in A} \hat{V}\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right) \hat{S}_{i j},  \tag{5.1a}\\
\hat{S}_{i j} & =3 \frac{\left(\mathbf{S}_{i}, \mathbf{r}_{i}-\mathbf{r}_{j}\right)\left(\mathbf{S}_{j}, \mathbf{r}_{i}-\mathbf{r}_{j}\right)}{\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)^{2}}-\left(\mathbf{S}_{i}, \mathbf{S}_{j}\right) \\
& =\frac{1}{2}\left[3 \frac{\left(\mathbf{S}_{i}+\mathbf{S}_{j}, \mathbf{r}_{i}-\mathbf{r}_{j}\right)^{2}}{\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)^{2}}-\left(\mathbf{S}_{i}+\mathbf{S}_{j}\right)^{2}\right], \tag{5.1b}
\end{align*}
\]
where \(V\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)\) are the two-body potentials [see (3.1)], \(\mathbf{S}_{i}\) and \(\mathbf{S}_{j}\) are the spin operators of \(i\) th and \(j\) th nucleons. Transfering the correction on isospin dependence to Sec. VI, here we deal only with the contribution of unit spin nucleon pairs. In accordance with the radial dependence of the potential (3.1), we define direct and exchange integrals as follows:
\[
\begin{align*}
W_{t, v \bar{v}}^{+}(\gamma)= & -\frac{3}{4}\left(\mathbf{S}(1) \frac{\partial}{\partial \mathbf{k}}\right)^{2} \int_{\gamma}^{\infty} d \gamma^{\prime} \iint d \mathbf{r}_{1} d \mathbf{r}_{2} \\
& \times \rho_{v}\left(\mathbf{r}_{1}, \mathbf{r}_{1}\right) \rho_{\bar{v}}\left(\mathbf{r}_{2}, \mathbf{r}_{2}\right) \\
& \times\left.\exp \left[-\frac{\gamma^{\prime}}{2}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)^{2}+i \mathbf{k}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)\right]\right|_{\mathbf{k}=\mathbf{0}} \\
& -\frac{1}{2}(\mathbf{S}(1))^{2} W_{\nu \dot{v}}^{+}(\gamma) \tag{5.2a}
\end{align*}
\]
\[
\begin{align*}
W_{t, v \tilde{v}}^{-}(\gamma)= & -\frac{3}{4}\left(\mathbf{S}(1) \frac{\partial}{\partial \mathbf{k}}\right)^{2} \int_{\gamma}^{\infty} d \gamma^{\prime} \iint d \mathbf{r}_{1} d \mathbf{r}_{2} \\
& \times \rho_{v}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \rho_{\tilde{v}}\left(\mathbf{r}_{2}, \mathbf{r}_{1}\right) \\
& \times\left.\exp \left[-\frac{\gamma^{\prime}}{2}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)^{2}+i \mathbf{k}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)\right]\right|_{\mathbf{k}=\mathbf{0}} \\
& -\frac{1}{2}(\mathbf{S}(1))^{2} \boldsymbol{W}_{\nu \dot{v}}^{+}(\gamma), \tag{5.2b}
\end{align*}
\]
where \(S(1)\) is a unit spin operator, and \(\mathbf{k}\) is the independent vector generating parameter. The introduction of parameter \(\mathbf{k}\) (Ref. 34) allows us to generalize the results of Secs. III and IV to spherically nonsymmetric potentials.

The problem (5.2) will be solved if one finds analytic expressions for the integrals
\[
\begin{align*}
W_{v \bar{v}}^{+}(\gamma, \mathbf{k})= & \iint d \mathbf{r}_{1} d \mathbf{r}_{2} \rho_{v}\left(\mathbf{r}_{1}, \mathbf{r}_{1}\right) \rho_{v}\left(\mathbf{r}_{2}, \mathbf{r}_{2}\right) \\
& \times \exp \left[-\frac{\gamma}{2}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)^{2}+i \mathbf{k}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)\right],  \tag{5.3a}\\
W_{\nu \bar{v}}^{-}(\gamma, \mathbf{k})= & \iint d \mathbf{r}_{1} d \mathbf{r}_{2} \rho_{v}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \rho_{v}\left(\mathbf{r}_{2}, \mathbf{r}_{1}\right) \\
& \times \exp \left[-\frac{\gamma}{2}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)^{2}+i \mathbf{k}\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)\right], \tag{5.3b}
\end{align*}
\]
precisely up to the second order of infinitesimal \(\mathbf{k}\). Substituting in (5.3) the spatial density matrices represented as (3.11), one obtains
\[
\begin{align*}
W_{\nu \bar{v}}^{ \pm}(\gamma, \mathbf{k})= & \frac{|\mathbf{B}|^{1 / 2}}{|\mathbf{B}+\gamma \mathbf{E}|^{1 / 2}} \sum_{n_{v}} \sum_{n_{\bar{v}}} D\left(\mathbf{n}_{v}, \boldsymbol{\tau}_{v}\right) D\left(\mathbf{n}_{v}, \boldsymbol{\sigma}_{v}\right) \\
& \times D\left(\mathbf{n}_{v}, \boldsymbol{\tau}_{\bar{v}}\right) D\left(\mathbf{n}_{\bar{v}}, \boldsymbol{\sigma}_{\bar{v}}\right) \\
& \times \exp \left[-\mathbf{Y}_{v \bar{v}}^{T} \mathbf{Q}^{ \pm} \mathbf{Y}_{v \bar{v}}+i \mathbf{k}^{T} \mathbf{Z}^{ \pm} \mathbf{Y}_{v \bar{v}}\right. \\
& \left.-\frac{1}{2} \mathbf{k}^{T} \mathbf{z} \mathbf{k}\right] \tag{5.4a}
\end{align*}
\]
where \(\mathbf{Z}^{ \pm}\)are block row matrices
\[
\begin{align*}
& \mathbf{Z}^{ \pm}=(\mathbf{z}, \pm \mathbf{z},-\mathbf{z}, \mp \mathbf{z})  \tag{5.4b}\\
& \mathbf{z}=\mathbf{E}-2 \mathbf{q}=\mathbf{B}(\mathbf{B}+\gamma \mathbf{E})^{-1} \tag{5.4c}
\end{align*}
\]

Passing from the representation (5.4) which is based on the exponential generating function to the representation with the determinant generating function, one has to integrate over \(\tau_{\nu}, \sigma_{\nu}, \tau_{i}, \sigma_{\bar{v}}\) [see (4.5)]. The presence of a term linear in \(\mathbf{Y}_{v \tilde{\nu}}\) within the subintegral exponent causes, according to (3.13), enormously complicated calculations of adjoint matrix to \(\mathbf{Q}^{ \pm}\).

However, it can be noted that to solve the stated problem, one does not need exact analytic expressions for the integrals \(W_{\nu \bar{\nu}}^{ \pm}(\gamma, \mathbf{k})\). The necessary precision \(\mathrm{O}\left(|\mathbf{k}|^{3}\right)\) would be maintained, if within the exponent one replaces
\[
\begin{equation*}
i \mathbf{k}^{T} \mathbf{Z}^{ \pm} \mathbf{Y}_{v \tilde{\nu}} \rightarrow-\frac{1}{2} \mathbf{Y}_{\nu \dot{\nu}}^{T}\left(\mathbf{Z}^{ \pm}\right)^{T} \mathbf{k} \mathbf{k}^{T} \mathbf{Z}^{ \pm} \mathbf{Y}_{\nu \tilde{v}} \tag{5.5}
\end{equation*}
\]

Really, the terms of odd order with respect to \(\mathbf{k}\) disappear when integrated with an even weight function \(\exp \left(-\mathbf{Y}_{v \bar{v}}^{T} \mathbf{Q}^{ \pm} \mathbf{Y}_{v \tilde{v}}\right)\); and in the second order in \(\mathbf{k}\) the Taylor series of the left- and right-hand side exponents of (5.5) coincide. By taking the structure of the matrices (3.12c) and (5.4b) into account one notices that an admissible expression for \(\exp \left(\frac{1}{2} \mathbf{k}^{T} \mathbf{z k}\right) W_{V \bar{\nu}}^{ \pm}(\gamma, \mathbf{k})\) can be derived by replacing in (3.12a)
\[
\mathbf{Q}^{ \pm} \rightarrow \mathbf{Q}^{ \pm}(\mathbf{k})
\]
where the matrices \(\mathbf{Q}^{ \pm}(\mathbf{k})\) are to be obtained from \(\mathbf{Q}^{ \pm}\) replacing blocks
\[
\mathbf{q} \rightarrow \mathbf{q}(\mathbf{k})=\mathbf{q}+\mathbf{z k} \mathbf{k}^{T} \mathbf{z}
\]

Making an analogous replacement in formula (4.11), we generalize (4.15) to
\[
\begin{align*}
& W_{\nu \dot{\nu}}^{+}(\gamma, \mathbf{k})=\exp \left[-\frac{1}{2} \mathbf{k}^{T} \mathbf{B}(\mathbf{B}+\gamma \mathbf{E})^{-1} \mathbf{k}\right]|\mathbf{B}|^{1 / 2} \\
& \left.\times \sum_{\mathbf{n}_{v}} \sum_{\mathbf{n}_{i}} \prod_{k} L_{n_{\nu k}}\left(-\frac{\partial}{\partial H_{k}}\right) L_{n_{i k}}\left(-\frac{\partial}{\partial \widetilde{H}_{k}}\right) \right\rvert\, \mathbf{B}+\gamma \mathbf{E} \\
& +\left.\left.\frac{1}{2} \sum_{l}\left[\boldsymbol{H}_{l}\left(\mathbf{P}_{v l}+\mathbf{P}_{v l}^{T}\right)+\tilde{H}_{l}\left(\mathbf{P}_{\hat{v} l}+\mathbf{P}_{\tilde{v} l}^{T}\right)\right]\left[\gamma \mathbf{E}+(\mathbf{B}+\gamma \mathbf{E})^{-1} \mathbf{B} \mathbf{k} \mathbf{k}^{T} \mathbf{B}\right]\right|^{-1 / 2}\right|_{H_{k}=\widetilde{H}_{k}=0},  \tag{5.6a}\\
& W_{\bar{\nu}}(\gamma, \mathbf{k})=\exp \left[-\frac{1}{2} \mathbf{k}^{T} \mathbf{B}(B+\gamma \mathbf{E})^{-1} \mathbf{k}\right]|\mathbf{B}|^{1 / 2} \\
& \times \sum_{n_{v}} \sum_{n_{\bar{v}}} \prod_{k} L_{\mathbf{n}_{\nu k}}\left(-\frac{\partial}{\partial H_{k}}\right) L_{n_{i k}}\left(-\frac{\partial}{\partial \widetilde{H}_{k}}\right)\left|\sum_{l}\left[\left(\frac{1}{2}+H_{l}\right) \mathbf{P}_{v l}+\left(\frac{1}{2}+\widetilde{H}_{l}\right) \mathbf{P}_{\bar{v} l}\right]\right|^{-1} \\
& \times \left\lvert\, \mathbf{B}+\gamma \mathbf{E}+\frac{1}{2}\left[\gamma \mathbf{E}+(\mathbf{B}+\gamma \mathbf{E})^{-1} \mathbf{B} \mathbf{k} \mathbf{k}^{T} \mathbf{B}\right]\left\{\left[\sum_{l^{\prime}}\left(\frac{1}{2}+H_{l^{\prime}}\right) \mathbf{P}_{v^{\prime}}+\left(\frac{1}{2}+\widetilde{H}_{l^{\prime}}\right) \mathbf{P}_{\tilde{v} l^{\prime}}\right]^{-1}\right.\right. \\
& \left.+\left[\sum_{l^{\prime}}\left(\frac{1}{2}+H_{l^{\prime}}\right) \mathbf{P}_{v l^{\prime}}^{T}+\left(\frac{1}{2}+\widetilde{H}_{l^{\prime}}\right) \mathbf{P}_{v l^{\prime}}^{T}\right]^{-1}-2 \mathbf{E}\right\}\left.\left.\right|^{-1 / 2}\right|_{H_{k}=\tilde{H}_{k}=0} . \tag{5.6b}
\end{align*}
\]

As a matter of fact, we note that Eqs. (5.6) can be obtained from (4.15) with the same precision of \(\mathrm{O}\left(|\mathbf{k}|^{3}\right)\) by a simple substitution
\[
\mathbf{B} \rightarrow \mathbf{B}-\frac{1}{\gamma} \mathbf{B k}^{T} \mathbf{B}
\]

So the direct and exchange tensor interaction integrals are written as
\[
\begin{align*}
W_{t, \nu \bar{v}}^{ \pm}(\gamma)= & -\left.\frac{3}{4}\left(\mathbf{S}(1) \frac{\partial}{\partial \mathbf{k}}\right)^{2} \int_{\gamma}^{\infty} d \gamma^{\prime} W_{\nu \bar{v}}^{ \pm}\left(\gamma^{\prime}, \mathbf{k}\right)\right|_{\mathbf{k}=\mathbf{0}} \\
& -\frac{1}{2}(\mathbf{S}(1))^{2} W_{v \bar{\nu}}^{ \pm}(\gamma) \tag{5.7}
\end{align*}
\]
where the functions \(W_{\nu \dot{\nu}}^{ \pm}(\gamma, k)\) have been defined in (5.6).
In the last section of the present paper the results of Secs. II, IV, and V are generalized to a more realistic situation when the potential magnitudes depend on the nucleon pair spin-isospin numbers; the cases of closed shells and regularly filled open shells are considered in the symplectic and unitary nuclear models.

\section*{VI. GENERATING KERNELS OF REALISTIC NUCLEAR HAMILTONIAN MATRIX}

Let the nucleon potential of a realistic Hamiltonian take a form of
\[
\begin{align*}
& \widehat{V}_{c}(r)=\sum_{S, T=0}^{1} w_{c}^{2 S+1,2 T+1} \exp \left(-\frac{1}{2} \gamma_{c} \mathbf{r}^{2}\right) \mathscr{P} S_{\mathscr{P}},  \tag{6.1a}\\
& \widehat{V}_{t}(r)=\sum_{T=0}^{1} w_{t}^{2 T+1} \exp \left(-\frac{1}{2} \gamma_{t} \mathbf{r}^{2}\right) \mathscr{P}{ }^{T \hat{S}}, \tag{6.1b}
\end{align*}
\]
where \(\mathbf{S}\) and \(\mathbf{T}\) are the nucleon pair spin and isospin,
\[
\widehat{S}=\frac{3}{2} \frac{(\mathbf{S r})^{2}}{\mathbf{r}^{2}}-\frac{1}{2} \mathbf{S}^{2}
\]
is the tensor operator, \(\mathscr{P}^{S}\) and \(\mathscr{P}^{T}\) are the projection operators. The results of Secs. II, IV, and V allow us to infer that the investigated Hamiltonian (without Coulomb interaction) matrix elements between the generating invariants of the extended \(\operatorname{Sp}(6, R)\) model take the form of
\[
\begin{equation*}
\langle\tilde{\mathbf{b}} ; \mathbf{v}| \hat{H}|\mathbf{b} ; \mathbf{u}\rangle=\langle\tilde{\mathbf{b}} ; \mathbf{v}| \hat{T}+\widehat{U}_{c}+\widehat{U}_{t}|\mathbf{b} ; \mathbf{u}\rangle \tag{6.2a}
\end{equation*}
\]
\(\langle\tilde{\mathbf{b}} ; \mathbf{v}| \widehat{U}_{\mathrm{c}}|\mathbf{b} ; \mathbf{u}\rangle\)
\[
\begin{align*}
&=\langle\tilde{\mathbf{b}} ; \mathbf{v} \mid \mathbf{b} ; \mathbf{u}\rangle \sum_{g} \sum_{\nu \tilde{v}} W_{V \tilde{v}}^{g}\left(\gamma_{\mathbf{c}}\right) \\
& \quad \times \sum_{S, T=0}^{1}\left[C_{1 / 2 \sigma 1 / 2 \tilde{\sigma}}^{S \sigma+\tilde{\sigma}} C_{1 / 2 \tau+/ 2 \tilde{\tau}}^{T++\tilde{\tau}}\right]^{2} \\
& \times g^{S+T+1} w_{\mathrm{c}}^{2 S+1,2 T+1},  \tag{6.2b}\\
&\langle\tilde{\mathbf{b}} ; \mathbf{v}| \hat{U}_{t}|\mathbf{b} ; \mathbf{u}\rangle=\langle\tilde{\mathbf{b}} ; \mathbf{v} \mid \mathbf{b} ; \mathbf{u}\rangle \\
&=\left.\sum_{\boldsymbol{g}} \sum_{\nu \tilde{v}}\langle S \sigma+\tilde{\sigma}| W_{t, \nu \tilde{\nu}}^{g}\left(\gamma_{t}\right)|S \sigma+\tilde{\sigma}\rangle\right|_{S=1} \\
& \times\left(\frac{3}{4}+\sigma \tilde{\sigma}\right) \sum_{T=0}^{1}\left[C_{1 / 2 \tau 1 / 2 \tilde{\tau}}^{T \tau+\tilde{\tau}}\right]^{2} w_{t}^{2 T+1}, \tag{6.2c}
\end{align*}
\]
where \(g\) is the interaction type symbol ( +1 for the direct interaction, -1 for the exchange one), \(\{\sigma \tau\}\) and \(\{\tilde{\sigma} \tilde{\tau}\}\) are the spin and isospin projections of an individual nucleon for the subsystems \(v\) and \(\tilde{v}\), respectively, \(C_{j_{1} m_{1} j_{2} m_{2}}^{j m}\) is the Wigner
coefficient of the \(\operatorname{SU}(2)\) group. The integrals \(W_{v \bar{v}}^{g}(\gamma)\) and \(W_{t, v i}^{g}(\gamma)\) are defined by Eqs. (4.15) and (5.7). The matrix elements of the tensor interaction integrals between the unit spin basis states [see (6.2c)] may be calculated by means of the Wigner-Eckart theorem. \({ }^{35}\) Equations (2.16) and (2.17) indicate the way to obtain the matrix elements of the kinetic energy operator \(\widehat{T}\).

The calculations of the characteristics of the concrete nucleon system on the full basis of the extended symplectic model are expected to be an extraordinarily difficult problem. Nevertheless, one can often meet some applications of physical interest (for example, studies on magical nuclei, "breathing," quadrupole, and "presession" modes in deformed nuclei, nuclei with mixed shell configurations in the unitary model, and so on) where only separate details of the immense world of nuclear motion are observed in their brightest, exposed form. In such cases it is sufficient to employ only a part of the available basis, then Eqs. (6.2) become simplified and make practical utilization easier.
(A) The simplest problem in the framework of shell treatment seems to be the description of nuclei with closed nucleon shells (light magic, etc.). The potential energy operator includes only the central interaction.

We make use of Eqs. (4.15). Then, using the summation formulas for generalized Laguerre polynomials, \({ }^{36}\)
\[
\begin{equation*}
\sum_{\substack{k_{1}, k_{2}, k_{3}>0 \\ k_{1}+k_{2}+k_{3}=n}} L_{k_{1}}\left(x_{1}\right) L_{k_{2}}\left(x_{2}\right) L_{k_{3}}\left(x_{3}\right)=L_{n}^{2}\left(x_{1}+x_{2}+x_{3}\right), \tag{6.3a}
\end{equation*}
\]
\[
\begin{equation*}
\sum_{k=0}^{n} L_{k}^{\alpha}(x)=L_{n}^{\alpha+1}(x), \tag{6.3b}
\end{equation*}
\]
we note that
\[
\begin{align*}
\sum_{n_{v}} \sum_{n_{i}} & \prod_{k} L_{n_{v k}}\left(-\frac{\partial}{\partial H_{k}}\right) L_{n_{i k}}\left(-\frac{\partial}{\partial H_{k}}\right) \\
= & L_{N_{v}}^{3}\left(-\frac{\partial}{\partial H_{1}}-\frac{\partial}{\partial H_{2}}-\frac{\partial}{\partial H_{3}}\right) \\
& \times L_{N_{i}}^{3}\left(-\frac{\partial}{\partial H_{1}}-\frac{\partial}{\partial H_{2}}-\frac{\partial}{\partial H_{3}}\right), \tag{6.4}
\end{align*}
\]
where \(N_{v}\) is the subsystem \(v\) upper shell number connected with the total numbers of quanta by the relation
\[
f_{v k}=\frac{\left(N_{v}+3\right)!}{\left(N_{v}-1\right)!3!}, \quad k=\overline{1,3}
\]

Redefining the generating parameters
\[
\begin{align*}
& H=\frac{1}{2}+\frac{1}{3}\left(H_{1}+H_{2}+H_{3}\right)  \tag{6.5a}\\
& h_{1}=H_{1}-H_{2}, h_{3}=H_{2}-H_{3}
\end{align*}
\]
one notes that
\[
\begin{align*}
& \frac{1}{2} \sum_{l}\left(\frac{1}{2}+H_{l}\right)\left(\mathbf{P}_{v l}+\mathbf{P}_{v l}^{T}\right) \\
& \quad=H \mathbf{E}+\frac{1}{2} h_{1}\left(\mathbf{P}_{v 1}+\mathbf{P}_{v 1}^{T}\right)-\frac{1}{2} h_{3}\left(\mathbf{P}_{v 3}+\mathbf{P}_{v 3}^{T}\right) \\
& \quad-\frac{1}{3}\left(h_{1}-h_{3}\right) \mathbf{E},  \tag{6.5b}\\
& \frac{\partial}{\partial H_{1}}+\frac{\partial}{\partial H_{2}}+\frac{\partial}{\partial H_{3}}=\frac{\partial}{\partial H} . \tag{6.5c}
\end{align*}
\]

Substituting (6.4), (6.5b), (6.5c) into (4.15a), one obtains
\[
\begin{aligned}
W_{v \tilde{v}}^{+}(\gamma)= & |\mathbf{B}|^{1 / 2} L_{N_{v}}^{3}\left(-\frac{\partial}{\partial H}\right) L_{N_{v}}^{3}\left(-\frac{\partial}{\partial \widetilde{H}}\right) \\
& \times\left.|\mathbf{B}+\gamma(H+\widetilde{H}) \mathbf{E}|^{-1 / 2}\right|_{H=\widetilde{H}=1 / 2}
\end{aligned}
\]

Finally we pass to one generating parameter \(H+\widetilde{H} \rightarrow H\) and derive using (3.14):
\[
\begin{align*}
W_{\nu \bar{v}}^{+}(\gamma)= & L_{N_{v}}^{3}\left(-\frac{\partial}{\partial H}\right) L_{N_{\bar{v}}}^{3}\left(-\frac{\partial}{\partial H}\right) \\
& \times\left.\left(\frac{\Delta}{(1+\gamma H)^{3} \Delta(\gamma H)}\right)^{1 / 2}\right|_{H=1} \tag{6.6a}
\end{align*}
\]

Similarly, an answer for the exchange integrals follows from (4.15b) :
\[
\begin{align*}
W_{v \tilde{v}}(\gamma)= & L_{N_{v}}^{3}\left(-\frac{\partial}{\partial H}\right) L_{N_{\tilde{v}}}^{3}\left(-\frac{\partial}{\partial H}\right) \\
& \times\left.\frac{1}{H^{3}}\left(\frac{\Delta}{(1+\gamma / H)^{3} \Delta(\gamma / H)}\right)^{1 / 2}\right|_{H=1} \tag{6.6b}
\end{align*}
\]

Equations (6.6) reproduce the result for closed nuclear shells in the \(\operatorname{Sp}(6, R)\) model obtained by Vasilevsky et al. \({ }^{5}\) It
is seen that the Hamiltonian matrix elements in this case do not depend on the oscillator repers \(\mathbf{u}_{v}, \mathbf{v}_{v}\) orientation, reflecting the symmetry inherent to the situation.
(B) The structure of the light and almost magic medium nuclei is often defined by the regularly occupied nucleon shells. An admissible quantitative description of such nuclei is achieved in the standard \(\operatorname{Sp}(6, R)\) model. The Hamiltonian matrix elements on \(\mathrm{Sp}(6, R)\) irrep coherent states can be obtained from corresponding formulas for the extended model by passing to reper matrices \(U\) and \(V\) universal for all subsystems. Then instead of six generating parameters only three are necessary:
\[
1+H_{k}+\widetilde{H}_{k} \rightarrow H_{k}, \quad k=\overline{1,3}
\]

As a result of the condition (3.10), we can justify the matrix identity
\[
\left(\sum_{l} H_{l} \mathbf{P}_{l}\right)^{-1}=\sum_{T} \frac{1}{H_{l}} \mathbf{P}_{l}
\]

Utilizing the identity together with summation formulas (6.3), we pass from (4.15) to expressions for the direct and exchange integrals in the \(\operatorname{Sp}(6, R)\) model:
\[
\begin{align*}
W_{v \bar{v}}^{g}(\gamma)= & \left\{L_{N_{v}}^{3}\left(-\frac{\partial}{\partial H_{1}}-\frac{\partial}{\partial H_{2}}-\frac{\partial}{\partial H_{3}}\right)+\sum_{n_{v}}^{\prime} \prod_{k} L_{n_{v k}}\left(-\frac{\partial}{\partial H_{k}}\right)\right\} \\
& \times\left\{L_{N_{\bar{v}}}^{3}\left(-\frac{\partial}{\partial H_{1}}-\frac{\partial}{\partial H_{2}}-\frac{\partial}{\partial H_{3}}\right)+\sum_{n_{\bar{v}}}^{\prime} \prod_{k} L_{n_{i k}}\left(-\frac{\partial}{\partial \widetilde{H}_{k}}\right)\right\} \\
& \times\left.\left(H_{1} H_{2} H_{3}\right)^{\frac{1}{2}(g-1)}|\mathbf{B}|^{1 / 2}\left|\mathbf{B}+\frac{\gamma}{2} \sum_{l} H_{l}^{g}\left(\mathbf{P}_{l}+\mathbf{P}_{l}^{T}\right)\right|^{-1 / 2}\right|_{H_{k}=0}, \tag{6.7}
\end{align*}
\]
where the symbol \(\Sigma_{n_{v}}^{\prime}\) means a summation only with respect to occupied states of the open shell of the subsystem \(v\). Note that in the scope of the conventional \(\operatorname{Sp}(6, R)\) model the integrals of direct and exchange interaction are defined by the similar expressions, contrary to the extended model where the calculation of the exchange integral is much more difficult [cf. (4.14)].

By annihilating all elements of the collective generator coordinate matrices \(b\) and \(\tilde{b}\), except \(b_{11}\) and \(\tilde{b}_{11}\), the \(\operatorname{Sp}(6, R)\) generating kernels are reduced to the \(\operatorname{Sp}(2, R)\) limit of Filippov et al. \({ }^{37}\)

The conventional \(\operatorname{Sp}(2, R)\) model, or, that is the same, "the stretched \(\operatorname{Sp}(6, R)\) approximation," \({ }^{10,12}\) is used to describe the longitudinal quadrupole vibrations.
(C) The light and medium weakly deformed nuclei admit the \(\mathrm{SU}(3)\) model description \({ }^{1}\) of the low-energy spectrum region. The Hamiltonian matrix elements in the extended \(\mathrm{SU}(3)\) model are obtained by annihilating the matrices \(\tilde{b}\) and \(\mathbf{b}\) in Eqs. (6.2) and subsequent projecting onto the states with fixed angular momentum value.

The expressions for the direct and exchange integrals in the unitary model are much simpler than in the symplectic model. This circumstance makes it possible to apply the extended \(\operatorname{SU}(3)\) model as a first approximation in studying nuclei with the horizontal mixture of the open nucleon shell configurations.

\section*{vil. CONCLUSION}

In the present paper the extended version of the symplectic and unitary nuclear models is proposed, in the framework of which one can develop consistent microscopic research of the nucleon systems with an arbitrary occupation of the valence shell. We have considered the structure of the extended \(\operatorname{Sp}(6, R)\) model coherent states generating the basis of many-particle oscillator functions and constructed the microscopic Hamiltonian (including central and tensor nucleon interaction) matrix elements between these states.

The application of the symplectic model with horizontal mixture appreciably broadens the group of questions in the microscopic theory of collective motion of nucleon systems to be investigated (note that the results of the present paper may also be generalized to the other many-body quantum systems with characteristic shell structure, for example, atomic ones).

The possibility is provided to study the dynamics of passages between the different shell configurations of valence nucleons, the influence of these passages on atomic nuclei shape and spectra.

The extended unitary model is accomodated to describe the low-energy region of the spectrum. The comparative simplicity of the model enables us to expect a greater number of analytic results of its utilization, for example, the construction of effective nuclear Hamiltonians. It seems possi-
ble to apply the unitary model to microscopic substantiation and correction of the phenomenological nuclear shell theory predictions, for example, the shell state occupation scheme. \({ }^{30,31}\) We note that the model indicated realizes a microscopic approach to describe the same processes as the interacting proton and neutron boson model with a dynamical symmetry group \(\mathrm{SU}(6) \otimes \mathrm{SU}(6)\) proposed by Otsuka, Arima, and Iachello \({ }^{38}\) for even-even nuclei. Therefore the extended unitary model may be transformed in order to predict microscopic values of the interacting boson model parameters and to estimate the calculational precision of the model.

The determinant form of the Hamiltonian matrix elements obtained in the paper allows a generalization to higher dimension models, \(\mathrm{Sp}(2 d, R)\) and \(\mathrm{SU}(d), d>3\). These models may be useful in studies of unified, both collective and intrinsic, nuclear dynamics.
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\begin{abstract}
The small-angle scattering approximation of the scalar radiative transfer equation is examined in the case where the extinction and scattering coefficients have a component that is a deterministic function of position along the propagation path and a component that is a random function of position transverse to the propagation direction. It is found that the resulting stochastic radiative transfer equation can be reduced to a system of two stochastic integrodifferential equations for the average and fluctuating components of the radiant intensity. The system is solved to yield two transfer equations: one that describes the average radiant intensity and one that describes the spatial correlation function of the intensity fluctuations. The integrodifferential equation for the average intensity is then solved and applied to a simple propagation scenario; it is found that the fluctuations in the extinction and scattering coefficients reduce the effects due to the average values of these parameters, and also that the effect of these is greater near the point of observation than near the point of transmission of the radiation. An approximate solution is also derived for the equation giving the correlation function. The equations developed here should find application in problems involving short wavelength electromagnetic wave propagation through media possessing variable characteristics of turbulence and turbidity, such as in plasmas, the atmosphere, and the ocean.
\end{abstract}

\section*{I. INTRODUCTION}

Radiative transfer theory, which deals with the propagation of "intensities" (i.e., photometric intensity, neutron flux intensity, etc.) began as a phenomenological theory based on observations of light propagation in foggy atmospheres published by Schuster in \(1905 .{ }^{1}\) Since that time, radiative transfer theory and its attendant equation, the radiative transfer equation (RTE), have gradually been put on a more rigorous basis \({ }^{2}\) and have found application in several diverse areas such as atmospheric and underwater visibility, \({ }^{3}\) optics of papers and photographic emulsions, \({ }^{4}\) and the propagation of radiant energy in turbulent plasmas, \({ }^{5}\) planetary atmospheres, stars, and galaxies. \({ }^{6}\) Also, because the RTE is equivalent to the Maxwell-Boltzmann collision equation used in the kinetic theory of gases, it has also been applied to many problems in kinetic theory \({ }^{7}\) and in neutron transport theory. \({ }^{8}\)

Until very recently, in all of the applications of the various forms of the RTE, an important aspect seems to have been overlooked that can be characteristic of many propagation problems: in particular, many random propagation media that are characterized by quantities (in general, functions of some random process, e.g., scattering and absorption) that can themselves be random quantities, the statistics of which are spatially inhomogeneous throughout the medium. The significance of this circumstance seems to have first been noted by Levermore and co-workers \({ }^{9,10}\) and Vanderhaegen \({ }^{11,12}\) in the analysis of transport processes in random binary mixtures.

The random nature of the scattering media, usually characterized in transfer theory by spatial averaged extinction and scattering coefficients, may be such that these coef-
ficients themselves are random functions of position and thus also have spatially fluctuating components that can be characterized by prevailing statistical parameters. For example, in the case of imaging through atmospheric aerosols, the concentration of the aerosols can have significant variation across the propagation path, thus adding a fluctuating component to the average extinction and scattering coefficients that would normally be used in the RTE. Or, in the case of neutron propagation through bulk media, the media may have some random distribution of scattering characteristics that can give rise to a scattering coefficient characterized by a spatial average over the media with a spatially varying component. The same scenario can be envisioned in the case of turbulent plasmas. Such circumstances suggest that one should consider the various forms of the RTE with extinction and scattering coefficients that are random functions of position in the propagating medium and modify these forms accordingly.

It is the purpose of this paper to introduce stochastic extinction and scattering coefficients into one form of the RTE, viz., the well known small scattering angle approximation, which finds use in atmospheric and underwater image propagation as well as propagation in turbulent plasmas. The treatment given here is a more general analysis of a more restricted form of the RTE equation than given in the work cited above. \({ }^{9-12}\) In Sec. II, Gaussian random functions are introduced into the RTE for the extinction and scattering coefficients and the resulting stochastic RTE is reduced to a system of two stochastic integrodifferential equations that describe the average and fluctuating parts of the radiant intensity. Transfer equations are then obtained in Sec. III that describe the propagation of the average intensity and a statistic of the random intensity, i.e., the spatial correlation func-
tion of the intensity, where the statistics of the propagation parameters are given by spatial correlation functions of extinction and scattering that are taken to have a \(\delta\)-function component in the direction of propagation. These transfer equations are then solved in Sec. IV; an exact solution is obtained for the average intensity, the properties of which are expounded upon, and an approximate solution is derived for the intensity correlation function. Finally in Sec. V, it is discussed how this stochastic approach to radiative transfer theory can be applied to situations more general than those described by the assumptions made here (i.e., Gaussian statistics of the random extinction field and \(\delta\) correlation in the propagation direction) and to less restricted forms of the RTE.

\section*{II. DEVELOPMENT OF A STOCHASTIC RADIATIVE TRANSFER EQUATION FOR SMALL SCATTERING ANGLES}

In an inhomogeneous medium void of volumetric sources, a radiance distribution function (specific intensity) \(I(\mathbf{R}, \mathbf{n})\) at a point \(\mathbf{R}\) in the medium describing transfer in a direction specified by the unit vector \(n\) is described by the general form of the RTE, viz.,
\[
\begin{align*}
& \mathbf{n} \cdot \nabla I(\mathbf{R} ; \mathbf{n})+\varepsilon(\mathbf{R}) I(\mathbf{R} ; \mathbf{n}) \\
& \quad=\int_{4 \pi} \sigma_{S}\left(\mathbf{R} ; \mathbf{n} ; \mathbf{n}^{\prime}\right) I\left(\mathbf{R} ; \mathbf{n}^{\prime}\right) d \omega \tag{2.1}
\end{align*}
\]
where \(\varepsilon(R)\) is the position dependent extinction coefficient and \(\sigma_{S}\left(\mathbf{R} ; \mathbf{n}, \mathbf{n}^{\prime}\right)\) is the position-dependent generalized volume scattering cross section normalized such that
\[
\begin{equation*}
\int_{4 \pi} \sigma_{S}\left(\mathbf{R} ; \mathbf{n}, \mathbf{n}^{\prime}\right) d \omega=1 \tag{2.2}
\end{equation*}
\]
where \(d \omega\) is an element of solid angle subtending the scattering angle defined by \(n\) and \(n^{\prime}\). The scattering cross section is related to the more fundamental scattering coefficient \(\sigma(\mathbf{R})\) and the scattering phase function \(f\left(\mathbf{n}, \mathbf{n}^{\prime} ; \mathbf{R}\right)\), also taken to be position dependent, through the relationship
\[
\begin{equation*}
\sigma_{S}\left(\mathbf{R} ; \mathbf{n}, \mathbf{n}^{\prime}\right)=\sigma(\mathbf{R}) f\left(\mathbf{n}, \mathbf{n}^{\prime} ; \mathbf{R}\right) / 4 \pi \tag{2.3}
\end{equation*}
\]

Considering highly anisotropic scattering cases where the scattering takes place predominantly in the small solid angle about the direction \(n\), in particular, when the condition
\(\gamma_{0}^{2}=\int_{4 \pi} \gamma^{2} \sigma_{S}\left(\mathbf{R} ; \mathbf{n}, \mathbf{n}^{\prime}\right) d \omega \ll 1, \quad \gamma=\cos ^{-1}\left(\mathbf{n} \cdot \mathbf{n}^{\prime}\right)\),
is satisfied, one can expand the unit vector \(\mathbf{n}\) into its perpendicular component \(n_{1}\) and its longitudinal component \(n_{z}\), where \(n_{z} \approx 1\) since
\[
n_{z}=V\left(1-\left|\mathbf{n}_{1}\right|^{2}\right) \approx 1-\left|\mathbf{n}_{1}\right|^{2} / 2 \approx 1
\]
because \(\left|\mathbf{n}_{1}\right|\) is small. Upon further assuming that one can write
\[
f\left(\mathbf{n}, \mathbf{n}^{\prime} ; \mathbf{R}\right)=f\left(\mathbf{n}_{1}-\mathbf{n}_{1}^{\prime} ; \mathbf{R}\right)
\]
and noting that this function gives an appreciable contribution to the integrand on the right side of Eq. (2.1) only for \(\left|\mathbf{n}_{\perp}-\mathbf{n}_{1}^{\prime}\right| \ll 1\), Eq. (2.1) can be transformed to its small-angle scattering form, i.e.,
\[
\begin{align*}
{\left[\frac{\partial}{\partial z}\right.} & \left.+\mathbf{n}_{\perp} \cdot \nabla_{\mathrm{r}}+\varepsilon(\mathbf{r}, z)\right] I\left(\mathbf{r}, z ; \mathbf{n}_{\perp}\right) \\
& =\int_{-\infty}^{\infty} \int_{-\infty} \sigma_{S}\left(\mathbf{r}, z ;\left|\mathbf{n}_{\perp}-\mathbf{n}_{1}^{\prime}\right|\right) I\left(\mathbf{r}, z ; \mathbf{n}_{\perp}^{\prime}\right) d \mathbf{n}_{1}^{\prime} \tag{2.5}
\end{align*}
\]
where \(\mathbf{R}\) is decomposed into its transverse and longitudinal components, \(\mathbf{r}\) and \(z\), respectively. This form of the RTE, along with its prevailing assumptions, finds considerable applications in problems involving electromagnetic wave propagation in random media.

Let \(\varepsilon(\mathbf{r}, z)\) and \(\sigma(\mathbf{r}, z)\) be random functions that are taken to be written in the form
\[
\begin{align*}
& \varepsilon(\mathbf{r}, z)=\langle\varepsilon(z)\rangle+\tilde{\varepsilon}(\mathbf{r}, z), \quad\langle\varepsilon(\mathbf{r}, z)\rangle=0 \\
& \sigma(\mathbf{r}, z)=\langle\sigma(z)\rangle+\tilde{\sigma}(\mathbf{r}, z), \quad\langle\sigma(\mathbf{r}, z)\rangle=0  \tag{2.6}\\
& \langle\varepsilon(z)\rangle,\langle\sigma(z)\rangle \geqslant|\tilde{\varepsilon}(\mathbf{r}, z)|,|\tilde{\sigma}(\mathbf{r}, z)|
\end{align*}
\]
where the ensemble averages \(\langle\cdots\rangle\) are deterministic functions only of the longitudinal coordinate \(z\), and the fluctuating parts, \(\tilde{\varepsilon}(\mathbf{r}, z)\) and \(\tilde{\sigma}(\mathbf{r}, z)\), are zero-mean Gaussian random functions only in the variable \(r\) but can also have deterministic factors in the coordinate \(z\). Substituting Eq. (2.6) into Eqs. (2.5) and (2.3) and rearranging terms yields the relationship
\[
\begin{equation*}
\Re I=\mathfrak{J} I \tag{2.7}
\end{equation*}
\]
where \(\Re\) and \(\mathfrak{J}\) are, respectively, the deterministic and stochastic radiative transfer operators defined by
\[
\begin{align*}
\Re I \equiv & {\left[\frac{\partial}{\partial z}+\mathbf{n}_{1} \cdot \nabla_{\mathbf{r}}+\langle\varepsilon(z)\rangle\right] I } \\
& -\iint_{-\infty}^{\infty}\left\langle\sigma_{S}\left(z ;\left|\mathbf{n}_{1}-\mathbf{n}_{1}^{\prime}\right|\right)\right\rangle I^{\prime} d \mathbf{n}_{1}^{\prime} \tag{2.8}
\end{align*}
\]
and
\[
\begin{equation*}
\Im I=-\tilde{\varepsilon}(\mathbf{r}, z) I+\int_{-\infty}^{\infty} \int_{-\infty} \tilde{\sigma}_{S}\left(\mathbf{r}, z ;\left|\mathbf{n}_{\perp}-\mathbf{n}_{1}^{\prime}\right|\right) I^{\prime} d \mathbf{n}_{1}^{\prime} \tag{2.9}
\end{equation*}
\]
where \(I \equiv I\left(\mathbf{r}, z ; \mathbf{n}_{\perp}\right)\) and \(I^{\prime} \equiv I\left(\mathbf{r}, z ; \mathbf{n}_{\perp}^{\prime}\right)\). Averaging Eq. (2.7) and noting the deterministic nature of the operator \(\mathfrak{R}\) simply gives
\[
\begin{equation*}
\Re\langle I\rangle=\langle\Im I\rangle, \tag{2.10}
\end{equation*}
\]
the formal solution of which yields the average intensity \(\langle I\rangle\) and can be taken to define that quantity. Decomposing the total intensity into its average and fluctuating components, viz.,
\[
\begin{equation*}
I\left(\mathbf{r}, z ; \mathbf{n}_{\perp}\right)=\left\langle I\left(\mathbf{r}, z ; \mathbf{n}_{\perp}\right)\right\rangle+\widetilde{I}\left(\mathbf{r}, z ; \mathbf{n}_{1}\right) \tag{2.11}
\end{equation*}
\]
and substituting this expression into Eq. (2.7), averaging, and using Eq. (2.10) yield the fact that \(\Re\langle\widetilde{I}\rangle=0\) and thus \(\langle\widetilde{I}\rangle=0\).

It now remains to develop an expression for the random part of the total intensity, viz., \(\widetilde{I}\left(r, z ; \mathbf{n}_{1}\right)\), that together with Eqs. (2.10) and (2.11) will give a closed system of equations for the problem. Solving Eq. (2.11) for \(\widetilde{I}\), applying the operator \(\Re\) to the result, averaging, and employing Eqs. (2.7) and (2.10) yield
\[
\begin{equation*}
\mathfrak{\Re} \widetilde{I}=\Im I-\langle\Im I\rangle \tag{2.12}
\end{equation*}
\]

Consider now the term ( \(\Im I\) ). Substituting Eq. (2.11) into Eq. (2.9), averaging, and using the fact that \(\langle\tilde{\varepsilon}(\mathbf{r}, z)\rangle=\langle\tilde{\sigma}(\mathbf{r}, z)\rangle=0\), one finds that \(\langle\mathfrak{J} \overline{ }\rangle=\langle\tilde{J} \widetilde{I}\rangle\). Thus
\[
\begin{equation*}
\Re \widetilde{I}=\Im I-\langle\Im \widetilde{I}\rangle \tag{2.13}
\end{equation*}
\]

Equations (2.10) and (2.13) form a system of stochastic integrodifferential equations that collectively form the stochastic radiative theory to describe propagation problems in situations where the extinction and scattering coefficients are Gaussian random functions. The system of equations (2.10) and (2.13) can be solved for \(\langle I\rangle\) and \(\widetilde{I}\); in the latter case, since \(\tilde{I}\) is a random function, one can only obtain expressions of the various statistical quantities that govern the intensity fluctuations. This forms the subject of the following section.

\section*{III. SOLUTION OF THE SYSTEM OF STOCHASTIC INTEGRODIFFERENTIAL TRANSFER EQUATIONS}

\section*{A. Transfer equation for the average intensity}

The solution of the system of equations commences with the first equation, i.e., Eq. (2.10), which, written out in full, is
\[
\begin{align*}
{\left[\frac{\partial}{\partial z}+\right.} & \left.\mathbf{n}_{\perp} \cdot \nabla_{\mathrm{r}}+\langle\varepsilon(z)\rangle\right]\left\langle I\left(\mathbf{r}, z ; \mathbf{n}_{1}\right)\right\rangle \\
& -\int_{-\infty}^{\infty}\left\langle\int_{S}\left(z ;\left|\mathbf{n}_{1}-\mathbf{n}_{1}^{\prime}\right|\right)\right\rangle\left\langle I\left(\mathbf{r}, z ; \mathbf{n}_{1}^{\prime}\right)\right\rangle d \mathbf{n}_{1}^{\prime} \\
= & -\left\langle\tilde{\varepsilon}(\mathbf{r}, z) \widetilde{I}\left(\mathbf{r}, z ; \mathbf{n}_{1}\right)\right. \\
& +\int_{-\infty}^{\infty} \int_{\left.\tilde{\sigma}_{S}\left(\mathbf{r}, z ;\left|\mathbf{n}_{1}-\mathbf{n}_{1}^{\prime}\right|\right) \widetilde{I}\left(\mathbf{r}, z ; \mathbf{n}_{1}^{\prime}\right) d \mathbf{n}_{1}^{\prime}\right\rangle .} . \tag{3.1}
\end{align*}
\]

Since no random function in the variable \(\mathbf{n}_{\perp}\) has been admitted into the problem, it is permissible to apply the Fourier transform in this variable to the equation. Thus, defining
\[
\begin{align*}
& \langle J(\mathbf{r}, z ; \mathbf{q})\rangle=\int_{-\infty}^{\infty} \int\left\langle I\left(\mathbf{r}, z ; \mathbf{n}_{\perp}\right)\right\rangle \exp \left(-i \mathbf{q} \cdot \mathbf{n}_{\perp}\right) d \mathbf{n}_{1}, \\
& \widetilde{J}(\mathbf{r}, z ; \mathbf{q})=\int_{-\infty}^{\infty} \int_{-\infty} \widetilde{I}\left(\mathbf{r}, z ; \mathbf{n}_{1}\right) \exp \left(-i \mathbf{q} \cdot \mathbf{n}_{\perp}\right) d \mathbf{n}_{\perp}, \tag{3.2}
\end{align*}
\]

Eq. (3.1) becomes
\[
\begin{align*}
{\left[\frac{\partial}{\partial z}\right.} & \left.+i \nabla_{\mathbf{r}} \cdot \frac{\partial}{\partial \mathbf{q}}+\langle\varepsilon(z)\rangle\right]\langle J(\mathbf{r}, z ; \mathbf{q})\rangle \\
& -\left\langle\Sigma_{S}(z, \mathbf{q})\right\rangle\langle J(\mathbf{r}, z ; \mathbf{q})\rangle \\
& =\langle\tilde{\phi}(\mathbf{r}, \boldsymbol{z} ; \mathbf{q}) \widetilde{J}(\mathbf{r}, z ; \mathbf{q})\rangle \tag{3.3}
\end{align*}
\]
where
\[
\begin{align*}
& \tilde{\phi}(\mathbf{r}, z ; \mathbf{q})=-\tilde{\varepsilon}(\mathbf{r}, z)+\widetilde{\Sigma}_{S}(\mathbf{r}, z ; \mathbf{q}) \\
& \left\langle\Sigma_{S}(z ; \mathbf{q})\right\rangle=\langle\sigma(z)\rangle P(\mathbf{q}, z), \\
& \widetilde{\Sigma}_{s}(\mathbf{r}, z ; \mathbf{q})=\tilde{\sigma}(\mathbf{r}, z) P(\mathbf{q}, z),  \tag{3.4}\\
& P(\mathbf{q}, z)=\frac{1}{4 \pi} \int_{-\infty}^{\infty} \int_{-\infty} f\left(\mathbf{n}_{\perp}, z\right) \exp \left(-i \mathbf{q} \cdot \mathbf{n}_{\perp}\right) d \mathbf{n}_{1} .
\end{align*}
\]
where \(L\) is the total length of propagation and \(\alpha\) is the coefficient of absorption, \(\alpha=\langle\varepsilon\rangle-\langle\sigma\rangle\).

Substituting Eq. (3.6) into Eq. (3.3) gives an equation closed in the quantity \(\langle J(\mathbf{r}, z ; \mathbf{q})\rangle\). Taking the inverse Fourier transform of this equation yields a radiative transfer equation for the average radiant intensity, viz.,
\[
\begin{align*}
{\left[\frac{\partial}{\partial z}\right.} & \left.+\mathbf{n}_{1} \cdot \nabla_{\mathrm{r}}+\langle\varepsilon(z)\rangle\right]\left\langle I\left(\mathbf{r}, z ; \mathbf{n}_{1}\right)\right\rangle \\
& -\int_{-\infty}^{\infty} \int_{-\infty}\left\langle\sigma_{S}\left(z ;\left|\mathbf{n}_{1}-\mathbf{n}_{1}^{\prime}\right|\right)\right\rangle\left\langle I\left(\mathbf{r}, z ; \mathbf{n}_{1}^{\prime}\right)\right\rangle d \mathbf{n}_{1}^{\prime} \\
& =\int_{-\infty}^{\infty} \int_{-\infty} H_{\phi}\left(0, z ;\left|\mathbf{n}_{1}-\mathbf{n}_{1}^{\prime}\right|\right)\left\langle I\left(\mathbf{r}, z ; \mathbf{n}_{1}^{\prime}\right)\right\rangle d \mathbf{n}_{1}^{\prime} \tag{3.8}
\end{align*}
\]
where the source term is the scattering of the average intensi-
ty field that results from the extinction and scattering parameter fluctuations incorporated in the volume scattering factor \(H_{\phi}\left(\mathbf{r}-\mathbf{r}^{\prime}, z ;\left|\mathbf{n}_{1}-\mathbf{n}_{1}^{\prime}\right|\right)\), which is given by
\[
\begin{equation*}
H_{\phi}\left(\mathbf{r}, z ; \mathbf{n}_{1}\right)=\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty} \int_{-\infty} A_{\phi}(\mathbf{r}, z ; \mathbf{q}) \exp \left(i \mathbf{n}_{1} \cdot \mathbf{q}\right) d \mathbf{q} \tag{3.9}
\end{equation*}
\]

Before discussing the solution of Eq. (3.8), Eqs. (2.10) and (2.13) will now be solved to give a relation, companion to that of Eq. (3.8), governing the correlation of the intensity fluctuations \(\widetilde{I}\).

\section*{B. Transfer equation for the correlation of the intensity fluctuations}

The second equation of the system obtained in Sec. II is, upon using the definitions of Eqs. (2.8) and (2.9) in Eq. (2.13),
\[
\begin{align*}
{\left[\frac{\partial}{\partial z}\right.} & \left.+\mathbf{n}_{1} \cdot \nabla_{\mathbf{r}}+\langle\varepsilon(z)\rangle\right] \widetilde{I}\left(\mathbf{r}, z ; \mathbf{n}_{\perp}\right)-\int_{-\infty}^{\infty} \int_{-\infty}\left\langle\sigma_{S}\left(z ;\left|\mathbf{n}_{\perp}-\mathbf{n}_{\perp}^{\prime}\right|\right)\right\rangle \widetilde{I}\left(\mathbf{r}, z ; \mathbf{n}_{\perp}^{\prime}\right) d \mathbf{n}_{\perp}^{\prime} \\
& =-\tilde{\varepsilon}(\mathbf{r}, z) I\left(\mathbf{r}, z ; \mathbf{n}_{\perp}\right)+\int_{-\infty}^{\infty} \int_{-\infty} \tilde{\sigma}_{S}\left(\mathbf{r}, z ;\left|\mathbf{n}_{\perp}-\mathbf{n}_{\perp}^{\prime}\right|\right) I\left(\mathbf{r}, z ; \mathbf{n}_{\perp}^{\prime}\right) d \mathbf{n}_{\perp}^{\prime}+\left\langle\tilde{\varepsilon}(\mathbf{r}, z) \widetilde{I}\left(\mathbf{r}, z ; \mathbf{n}_{\perp}\right)-\iint_{-\infty}^{\infty} \int_{S} \tilde{\sigma}_{S}\left(\mathbf{r}, z ;\left|\mathbf{n}_{\perp}-\mathbf{n}_{1}^{\prime}\right|\right) \widetilde{I}\left(\mathbf{r}, z ; \mathbf{n}_{\perp}^{\prime}\right) d \mathbf{n}_{1}^{\prime}\right\rangle . \tag{3.10}
\end{align*}
\]

As was done with Eq. (3.1), this equation can be Fourier transformed with respect to the variable \(\mathbf{n}_{1}\). Thus, remembering the definitions of Eq. (3.2), one can transform Eq. (3.10) and rearrange terms to obtain
\[
\begin{equation*}
\frac{\partial \widetilde{J}(\mathbf{r}, z ; \mathbf{q})}{\partial z}=-\nabla_{\mathbf{r}} \cdot \frac{\partial \widetilde{J}(\mathbf{r}, z ; \mathbf{q})}{\partial \mathbf{q}}+\langle\phi(z ; \mathbf{q})\rangle \widetilde{J}(\mathbf{r}, z ; \mathbf{q})+\tilde{\phi}(\mathbf{r}, z ; \mathbf{q}) J(\mathbf{r}, z ; \mathbf{q})-\langle\tilde{\phi}(\mathbf{r}, z ; \mathbf{q}) \widetilde{J}(\mathbf{r}, z ; \mathbf{q})\rangle \tag{3.11}
\end{equation*}
\]
where, in addition to the quantities already defined,
\[
\langle\phi(z ; \mathbf{q})\rangle \equiv-\langle\varepsilon(z)\rangle+\left\langle\Sigma_{S}(z ; \mathbf{q})\right\rangle
\]

The formal solution of Eq. (3.11) is a random function and it is therefore desired to obtain some statistical characterization of it, e.g., the correlation function
\[
B_{J}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right)=\left\langle\widetilde{J}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right) \widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right)\right\rangle
\]

To get an expression for this function from Eq. (3.11), one writes Eq. (3.11) in the variables \(r_{1}\) and \(\mathbf{q}_{1}\), multiplies the resulting equation by \(\widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right)\), and adds to this result an identical equation with the subscripts of \(\mathbf{r}_{1}\) and \(\mathbf{r}_{2}\) and those of \(\mathbf{q}_{1}\) and \(\mathbf{q}_{2}\) interchanged. Writing the total Fourier transformed intensity in terms of its average and fluctuating parts, i.e., \(J(\mathbf{r}, z ; \mathbf{q})=\langle J(\mathbf{r}, z ; \mathbf{q})\rangle+\widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right)\), this entire result can be simplified to give
\[
\begin{align*}
\frac{\partial B\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right)}{\partial z}= & -i\left[\boldsymbol{\nabla}_{\mathbf{r}_{1}} \cdot \frac{\partial}{\partial \mathbf{q}_{1}}+\boldsymbol{\nabla}_{\mathbf{r}_{2}} \cdot \frac{\partial}{\partial \mathbf{q}_{2}}\right] \boldsymbol{B}_{J}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right)+\left(\left\langle\phi\left(z ; \mathbf{q}_{1}\right)\right\rangle+\left\langle\phi\left(z ; \mathbf{q}_{2}\right)\right\rangle\right) \boldsymbol{B}_{J}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right) \\
& +\left\langle\tilde{\phi}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right) \widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right)\right\rangle\left\langle J\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right)\right\rangle+\left\langle\tilde{\phi}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right) \widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right) \widetilde{J}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right)\right\rangle \\
& +\left\langle\tilde{\phi}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right) \widetilde{J}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right)\right\rangle\left\langle J\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right)\right\rangle+\left\langle\tilde{\phi}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right) \widetilde{J}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right) \widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right)\right\rangle . \tag{3.12}
\end{align*}
\]

One must now find expressions for the ensemble averages of the products that appear in the last four terms of Eq. (3.12). As shown in Appendix B, one can derive the following relationships making use of the Novikov theorem and the results of Appendix A:
\[
\begin{align*}
& \left\langle\tilde{\phi}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right) \widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right)\right\rangle=A_{\phi}\left(\mathbf{r}_{1}-\mathbf{r}_{2}, z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right)\left\langle J\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right)\right\rangle,  \tag{3.13}\\
& \left\langle\tilde{\phi}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right) \widetilde{J}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{2}\right)\right\rangle=A_{\phi}\left(\mathbf{r}_{2}-\mathbf{r}_{1}, z ; \mathbf{q}_{2}, \mathbf{q}_{1}\right)\left\langle J\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right)\right\rangle,  \tag{3.14}\\
& \left\langle\tilde{\phi}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right) \widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right) \widetilde{J}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right)\right\rangle=\left[A_{\phi}\left(\mathbf{r}_{1}-\mathbf{r}_{2}, z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right)+A_{\phi}\left(0, z ; \mathbf{q}_{1}\right)\right] B_{J}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right),  \tag{3.15}\\
& \left\langle\tilde{\phi}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right) \widetilde{J}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right) \widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right)\right\rangle=\left[A_{\phi}\left(\mathbf{r}_{2}-\mathbf{r}_{1}, z ; \mathbf{q}_{2}, \mathbf{q}_{1}\right)+A_{\phi}\left(0, z ; \mathbf{q}_{2}\right)\right] B_{J}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right) . \tag{3.16}
\end{align*}
\]

If, in addition to the assumption introduced earlier of homogeneity of the statistics of \(\tilde{\phi}\), one admits the additional assumption that isotropy (in the coordinate \(\mathbf{r}\) ) prevails, i.e., \(A_{\phi}\left(\mathbf{r}_{2}-\mathbf{r}_{1} ; z ; \mathbf{q}_{2}, \mathbf{q}_{1}\right)=A_{\phi}\left(\mathbf{r}_{1}-\mathbf{r}_{2} ; z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right)\), one obtains, after substitution of Eqs. (3.13)-(3.16) into Eq. (3.12) and a rearrangement of terms,
\[
\begin{align*}
{\left[\frac{\partial}{\partial z}+\right.} & \left.i\left(\boldsymbol{\nabla}_{\mathbf{r}_{1}} \cdot \frac{\partial}{\partial \mathbf{q}_{1}}+\nabla_{\mathbf{r}_{2}} \cdot \frac{\partial}{\partial \mathbf{q}_{2}}\right)+2(\varepsilon(z)\rangle\right] B_{J} \\
= & \left(\left\langle\Sigma_{S}(z ; \mathbf{q})\right\rangle+\left\langle\Sigma_{s}\left(z ; \mathbf{q}_{2}\right)\right)\right\rangle B_{J}+\left[A_{\phi}\left(0, z ; \mathbf{q}_{1}\right)+2 A_{\phi}\left(\mathbf{r}_{1}-\mathbf{r}_{2} ; \mathbf{q}_{1}, \mathbf{q}_{2}\right)+A_{\phi}\left(0, z ; \mathbf{q}_{2}\right)\right] B_{J} \\
& +2 A_{\phi}\left(\mathbf{r}_{1}-\mathbf{r}_{2} ; z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right)\left\langle J\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right)\right\rangle\left\langle J\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right)\right\rangle . \tag{3.17}
\end{align*}
\]

It is now desired to relate the correlation function \(B_{J}\) to that of the intensity fluctuations
\[
B_{I}=B_{I}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; z ; \mathbf{n}_{11}, \mathbf{n}_{12}\right) \equiv\left\langle\widetilde{I}\left(\mathbf{r}_{1}, z ; \mathbf{n}_{11}\right) \tilde{I}\left(\mathbf{r}_{2}, z ; \mathbf{n}_{12}\right)\right\rangle
\]

From the second relationship of Eq. (3.2) and the definition of the correlation function \(B_{J}\), one has the Fourier transform pair
\[
\begin{align*}
& \boldsymbol{B}_{J}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right)=\iint_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty} B_{I}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; z ; \mathbf{n}_{11}, \mathbf{n}_{12}\right) \exp \left(-i \mathbf{q}_{1} \cdot \mathbf{n}_{11}-i \mathbf{q}_{2} \cdot \mathbf{n}_{12}\right) d \mathbf{n}_{11} d \mathbf{n}_{12}  \tag{3.18}\\
& \boldsymbol{B}_{I}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; z ; \mathbf{n}_{11}, \mathbf{n}_{12}\right)=\left(\frac{1}{2 \pi}\right)^{4} \int^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty} B_{J}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right) \exp \left(i \mathbf{q}_{1} \cdot \mathbf{n}_{11}+i \mathbf{q}_{2} \cdot \mathbf{n}_{12}\right) d \mathbf{q}_{1} d \mathbf{q}_{2}
\end{align*}
\]
that exists between the correlations of \(\widetilde{J}(\mathbf{r}, z ; \mathbf{q})\) and the random intensity component \(\widetilde{I}(\mathbf{r}, z ; \mathbf{q})\). Thus applying the inverse transform of Eq. (3.18) to Eq. (3.17) yields a transfer equation that governs the correlation of intensity fluctuations, viz.,
\[
\begin{align*}
{\left[\frac{\partial}{\partial z}\right.} & \left.+\mathbf{n}_{11} \cdot \nabla_{\mathbf{r}_{1}}+\mathbf{n}_{12} \cdot \nabla_{\mathbf{r}_{2}}+2\langle\varepsilon(z)\rangle\right] B_{I}-\iint_{-\infty}^{\infty}\left\langle\sigma_{S}\left(z ;\left|\mathbf{n}_{11}-\mathbf{n}_{11}^{\prime}\right|\right)\right\rangle B_{I}\left(\mathbf{n}_{11}^{\prime}\right) d \mathbf{n}_{11}^{\prime} \\
& -\iint_{-\infty}^{\infty}\left\langle\sigma_{S}\left(z ;\left|\mathbf{n}_{12}-\mathbf{n}_{12}^{\prime}\right|\right)\right\rangle B\left(\mathbf{n}_{12}^{\prime}\right) d \mathbf{n}_{12}^{\prime}-\int_{-\infty}^{\infty} \int_{-\infty} H_{\phi}\left(0, z ;\left|\mathbf{n}_{11}-\mathbf{n}_{11}^{\prime}\right|\right) B_{I}\left(\mathbf{n}_{11}^{\prime}\right) d \mathbf{n}_{1}^{\prime} \\
& -2 \iint_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty} H_{\phi}\left(\mathbf{r}_{1}-\mathbf{r}_{2}, z ;\left|\mathbf{n}_{11}-\mathbf{n}_{11}^{\prime}\right|,\left|\mathbf{n}_{12}-\mathbf{n}_{12}^{\prime}\right|\right) B_{I}\left(\mathbf{n}_{11}^{\prime}, \mathbf{n}_{12}^{\prime}\right) d \mathbf{n}_{11}^{\prime} d \mathbf{n}_{12}^{\prime}-\int_{-\infty}^{\infty} \int_{-\infty} H_{\phi}\left(0, z ;\left|\mathbf{n}_{12}-\mathbf{n}_{12}^{\prime}\right|\right) B_{I}\left(\mathbf{n}_{12}^{\prime}\right) d \mathbf{n}_{12}^{\prime} \\
& =2 \iint_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{\phi} H_{\phi}\left(\mathbf{r}_{1}-\mathbf{r}_{2}, z ;\left|\mathbf{n}_{11}-\mathbf{n}_{11}^{\prime}\right|,\left|\mathbf{n}_{12}-\mathbf{n}_{12}^{\prime}\right|\right)\left\langle I\left(\mathbf{n}_{11}^{\prime}\right)\right\rangle\left\langle I\left(\mathbf{n}_{12}^{\prime}\right)\right\rangle d \mathbf{n}_{11}^{\prime} \mathbf{n}_{12}^{\prime}, \tag{3.19}
\end{align*}
\]
where, for the convenience of notation, \(B_{I}\left(\mathbf{n}_{11}^{\prime}\right)\) \(\equiv B_{I}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \mathbf{z} ; \mathbf{n}_{11}^{\prime}, \mathbf{n}_{12}\right)\), etc., and \(\left\langle I\left(\mathbf{n}_{11}^{\prime}\right)\right\rangle \equiv\left\langle I\left(\mathbf{r}_{1}, z ; \mathbf{n}_{11}^{\prime}\right)\right\rangle\), etc., \(H_{\phi}\left(\mathbf{r}-\mathbf{r}^{\prime}, z ;\left|\mathbf{n}_{1}-\mathbf{n}_{1}^{\prime}\right|\right)\) is as given in Eq. (3.9) and
\(H_{\phi}\left(\mathbf{r}_{1}-\mathbf{r}_{2}, z ; \mathbf{n}_{11}, \mathbf{n}_{12}\right)\)
\[
\begin{align*}
= & \left(\frac{1}{2 \pi}\right)^{4} \int^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty} A_{\phi}\left(\mathbf{r}_{1}-\mathbf{r}_{2}, z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right) \\
& \times \exp \left(i \mathbf{q}_{1} \cdot \mathbf{n}_{11}+i \mathbf{q}_{2} \cdot \mathbf{n}_{12}\right) d \mathbf{q}_{1} d \mathbf{q}_{2} . \tag{3.20}
\end{align*}
\]

The interpretation of Eq. (3.19) is straightforward; the second and third members on the left side of the equation describe the average contributions of the scattering into the direction \(n_{11}\) and \(n_{12}\), respectively; the fourth and sixth members describe the contribution that the fluctuations of extinction and scattering have on radiation propagating into the directions \(n_{11}\) and \(n_{12}\), respectively; and the fifth member gives the effect of the cross correlated fluctuations at two points \(r_{1}\) and \(r_{2}\) of the extinction and scattering on propagation into the directions \(\mathbf{n}_{11}\) and \(\mathbf{n}_{12}\). The source term of Eq. (3.19) is the cross-correlated fluctuations of scattering and extinction at \(\mathbf{r}_{1}\) and \(\mathbf{r}_{2}\), due to the average fields \(\left\langle I\left(\mathbf{r}_{1}, z ; \mathbf{n}_{1}^{\prime}\right)\right\rangle\) and \(\left\langle I\left(\mathbf{r}_{2}, z ; \mathbf{n}_{12}^{\prime}\right)\right\rangle\), into the directions \(\mathbf{n}_{11}\) and \(\mathbf{n}_{12}\).

\section*{IV. SOLUTION OF THE TRANSFER EQUATIONS FOR THE AVERAGE INTENSITY AND THE CORRELATION FUNCTION OF THE ASSOCIATED FLUCTUATIONS}

The solution to Eq. (3.8), the stochastic transfer equation for the average radiant intensity, is straightforward. \({ }^{14}\) Fourier transforming the equation with respect to the variables \(\mathbf{r}\) and \(\mathbf{n}_{1}\), solving the resulting first-order differential equation via the method of characteristics, \({ }^{15}\) employing Eq. (3.7b), and rearranging terms yield
\(F(\kappa, L ; \mathbf{q})\)
\[
\begin{align*}
= & F(\kappa, 0 ; \mathbf{q}+\kappa L) \exp \left[-\int_{0}^{L}\left\{\langle\varepsilon(z)\rangle-A_{\varepsilon \varepsilon}(0, z)\right\} d z\right. \\
& +\int_{0}^{L}\left\{\langle\sigma(z)\rangle-2 A_{\varepsilon \sigma}(0, z)\right\} P(\mathbf{q}+\kappa(L-z), z) d z \\
& \left.+\int_{0}^{L} A_{\sigma \sigma}(0, z) P^{2}(\mathbf{q}+\kappa(L-z), z) d z\right] \tag{4.1}
\end{align*}
\]
where
\[
\begin{align*}
\left\langle I\left(\mathbf{r}, z ; \mathbf{n}_{1}\right)\right\rangle= & \left(\frac{1}{2 \pi}\right)^{4} \iint_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F(\kappa, z ; \mathbf{q}) \\
& \times \exp \left(\mathbf{i} \boldsymbol{\kappa} \cdot \mathbf{r}+i \mathbf{q} \cdot \mathbf{n}_{1}\right) d \boldsymbol{\kappa} d \mathbf{q} \tag{4.2}
\end{align*}
\]
and \(L\) is the total propagation distance in the turbulent medium. As can be easily seen from this solution, the form is analogous to that of the well nonstochastic small scattering angle case, and thus possesses the same overall properties, but with some obvious differences in its composition. The first two terms in the exponential of Eq. (4.1) indicate that the random fluctuations of the extinction and scattering within the medium, characterized by the two-dimensional correlation functions \(A_{\varepsilon \varepsilon}\) and \(A_{\varepsilon \sigma}\), tend to negate the effects presented by the attendant average quantities, i.e., \(\langle\varepsilon(z)\rangle\) and \(\langle\sigma(z)\rangle\). The implications that this has on particular propagation problems are specific to those problems and will be left to future investigations dealing with these specific problems. However, a simple generic example will be given here that demonstrates the implications that result due to the two major aspects that have been incorporated into the present theory, i.e., the random fluctuations of the extinction and scattering parameters and the variations of these parameters along the longitudinal propagation path.

At the outset, consider, instead of the radiant intensity, the illumination distribution \(S(\mathrm{r}, z)\) at a point r a distance \(z\) from the source. In the case, for example, of a narrow directional beam of electromagnetic radiation undergoing strong anisotropic scattering, which is that assumed to prevail in the small scattering angle case here, one has
\[
\begin{align*}
S(\mathbf{r}, z) & =\int_{4 \pi}\left\langle I\left(\mathbf{r}, z ; \mathbf{n}_{\perp}\right)\right) \cos \left(\mathbf{n}_{\perp} \cdot \Omega\right) d \Omega \\
& \approx \iint_{-\infty}^{\infty}\left\langle I\left(\mathbf{r}, z ; \mathbf{n}_{\perp}\right)\right\rangle d \mathbf{n}_{\perp} \tag{4.3}
\end{align*}
\]
where \(\Omega\) is an element of solid angle centered at \(\mathbf{r}\) extending toward the source. Applying this to Eq. (4.2) gives
\[
\begin{equation*}
S(\mathbf{r}, z)=\left(\frac{1}{2 \pi}\right)^{2} \int_{-\infty}^{\infty} \int_{-\infty} F(\kappa, z ; 0) \exp (i \kappa \cdot \mathbf{r}) d \kappa \tag{4.4}
\end{equation*}
\]

Thus one now need only consider the simpler case of Eq. (4.1) evaluated at \(\mathbf{q}=0\) and still have a physically meaningful quantity.

Let the scattering and extinction take place along a fractional length \(\Delta\) of the propagation path that begins at some intermediate point \(z_{0}\) and let \(\langle\varepsilon(z)\rangle\) and \(\langle\sigma(z)\rangle\) as well as the fluctuations in these quantities, represented by the twodimensional correlation functions \(A_{i j}(0, z), i j=\varepsilon, \sigma\), be constant over the length \(\Delta\). Such a distance can be modeled by
\[
\begin{align*}
& \langle\varepsilon(z)\rangle=\langle\varepsilon\rangle \zeta(z), \quad\langle\sigma(z)\rangle=\langle\sigma\rangle \zeta(z) \\
& A_{i j}(0, z)=A_{i j}(0) \zeta(z)  \tag{4.5}\\
& \zeta(z)=\Theta\left(z-z_{0}\right)-\Theta\left(z-\left(z_{0}-\Delta\right)\right)
\end{align*}
\]
where \(\Theta(z)\) is the Heaviside function and, by construction of the problem, \(0<z_{0}<L-\Delta\), where the origin is taken to be placed at the source of radiation. Applying these restrictions and Eq. (4.5) to Eq. (4.1) yields
\[
\begin{align*}
F(\kappa, L ; 0)= & F(\kappa, 0 ; \kappa L) \exp \left[-\langle\varepsilon\rangle \Delta+A_{\varepsilon \varepsilon}(0) \Delta\right. \\
& +\left\{\langle\sigma\rangle-2 A_{\varepsilon \sigma}(0)\right\} \int_{z_{v}}^{z_{0}+\Delta} P(\kappa(L-z)) d z \\
& \left.+A_{\sigma \sigma}(0) \int_{z_{0}}^{z_{0}+\Delta} P^{2}(\kappa(L-z)) d z\right] \tag{4.6}
\end{align*}
\]

Let the scattering phase function \(f\left(\mathbf{n}_{\perp}, z\right)\) also be constant in the region \(\Delta\) and, to keep the problem simple, let it be given by \({ }^{16}\)
\[
\begin{equation*}
f\left(\mathrm{n}_{\perp}\right)=4 \alpha_{p} W_{0} \exp \left(-\alpha_{p} \mathrm{n}_{1}^{2}\right) \tag{4.7}
\end{equation*}
\]
where \(W_{0}\) is the single particle albedo and \(\alpha_{p} \approx D^{2} / \lambda^{2}\) for a particle of diameter \(D\) scattering radiation of wavelength \(\lambda\). Substituting Eq. (4.7) into the last relation of Eq. (3.4) and evaluating the integral in the polar plane of \(n_{\perp}\) gives
\[
\begin{equation*}
P(q)=W_{0} \exp \left(-q^{2} / 4 \alpha_{p}\right) \tag{4.8}
\end{equation*}
\]

Substituting Eq. (4.8) into Eq. (4.6) and performing the integrals yield the result
\[
\begin{align*}
F(\kappa, L ; 0)= & F(\kappa, 0 ; \kappa L) \exp \left[\left(-\langle\varepsilon\rangle+A_{\varepsilon \varepsilon}(0)\right) \Delta+\left(\sqrt{\pi} W_{0} / 2 C_{1}(\kappa)\right)\left\{( \langle \sigma \rangle - 2 A _ { \varepsilon \sigma } ( 0 ) ) \left(\Phi\left(C_{1}(\kappa)\left(L-z_{0}\right)\right)\right.\right.\right. \\
& \left.\left.\left.-\Phi\left(C_{1}(\kappa)\left(L-z_{0}-\Delta\right)\right)\right)+\left(W_{0} C_{1}(\kappa) / C_{2}(\kappa)\right) A_{\sigma \sigma}(0)\left(\Phi\left(C_{2}(\kappa)\left(L-z_{0}\right)\right)-\Phi\left(C_{2}(\kappa)\left(L-z_{0}-\Delta\right)\right)\right)\right\}\right] \tag{4.9}
\end{align*}
\]
where \(\Phi(\cdots)\) is the error integral, \(C_{1}(\kappa) \equiv \kappa /\left(2 \sqrt{ } \alpha_{p}\right)\), and \(C_{2}(\kappa) \equiv \kappa / \sqrt{ }\left(2 \alpha_{p}\right)\). Two extreme cases of this situation will now be considered where \(\kappa \gg 0\) as well as \(C_{1}, C_{2} \gg 0\) is assumed.

Taking \(z_{0}=0\) places the scattering layer at the source of the radiation and, when the condition \(L \gg \Delta\) prevails, one finds, by the fact that \(\Phi(\cdots) \sim 1\) for large values of its argument, that Eq. (4.9) becomes
\[
\begin{equation*}
F(\kappa, L ; 0)=F(\kappa, 0 ; \kappa L) \exp \left[\left(-\langle\varepsilon\rangle+A_{\varepsilon \varepsilon}(0)\right) \Delta\right] \tag{4.10}
\end{equation*}
\]
showing that only the \(\kappa\)-independent extinction modifies the propagating spatial spectrum \(F(\kappa, L ; 0)\). However, at the other extreme where \(\Delta=L-z_{0}\), i.e., where the scattering layer is at the point of observation, Eq. (4.9) becomes
\[
\begin{align*}
F(\kappa, L ; 0)= & F(\kappa, 0 ; \kappa L) \exp \left[\left(-\langle\varepsilon\rangle+A_{\varepsilon \varepsilon}(0)\right) \Delta+\left(\sqrt{\pi} W_{0} / 2 C_{1}(\kappa)\right)\right. \\
& \times\left\{\left(\langle\sigma\rangle-2 A_{\varepsilon \sigma}(0)\right) \mid \Phi\left(C_{1}(\kappa) L\right)+\left(W_{0} C_{1}(\kappa) / C_{2}(\kappa) \mid A_{\sigma \sigma}(0) \Phi\left(C_{2}(\kappa) L\right)\right\}\right] \tag{4.11}
\end{align*}
\]
which shows the large effect on the modification of the spectrum \(F(\kappa, L ; 0)\) which, via the relation of Eq. (4.4), indicates that the illumination distribution is broadened. Thus, as is well known, the scattering layer has its strongest effect when the layer, in particular, the fluctuations \(A_{i j}\) of the scattering parameters, is close to the point of observation.

The solution of Eq. (3.19) is not so straightforward and an approximate expression will be derived. The form of Eq. (3.19) is not amenable to the Fourier convolution solution that was applied to Eq. (3.8) due to the presence of the term \(\mathbf{r}_{1}-\mathbf{r}_{2}\)
in the arguments of two of the \(H_{\phi}\) factors. However, if one limits the desired solutions to those values of \(\mathbf{r}_{1}\) and \(\mathbf{r}_{2}\), where \(\mathbf{r}_{1}\), \(\mathrm{r}_{2}<\rho_{c}\), where \(\rho_{c}\) is the characteristic length scale of the fluctuations \(A_{i j}\), one can assume that \(H_{\phi}\left(\mathbf{r}-\mathbf{r}^{\prime}, z ;\left|\mathbf{n}_{1}-\mathbf{n}_{1}^{\prime}\right|\right) \approx H_{\phi}\left(0, z ;\left|\mathbf{n}_{1}-\mathbf{n}_{1}^{\prime}\right|\right)\) thus lending to Eq. (3.19) a solution (albeit, an approximate one) via Fourier convolution and the method of characterisics as used earlier. The result is
\[
\begin{align*}
G\left(\kappa_{1}, \kappa_{2} ; L ; \mathbf{q}_{1}, \mathbf{q}_{2}\right)= & 2 \int_{0}^{L} A_{\phi}\left(0, z ; \mathbf{q}_{1}(z), \mathbf{q}_{2}(z)\right)\left\langle F\left(\boldsymbol{\kappa}_{1}, z ; \mathbf{q}_{1}(z)\right)\right\rangle\left\langle F\left(\kappa_{2}, z ; \mathbf{q}_{2}(z)\right)\right\rangle \\
& \times \exp \left[-\int_{z}^{L}\left\{2\left\langle\epsilon\left(z^{\prime}\right)\right\rangle-\left\langle\sigma\left(z^{\prime}\right)\right\rangle\left(P\left(\mathbf{q}_{1}\left(z^{\prime}\right), z^{\prime}\right)+P\left(\mathbf{q}_{2}\left(z^{\prime}\right), z^{\prime}\right)\right)\right.\right. \\
& \left.\left.-\left(A_{\phi}\left(0, z^{\prime} ; \mathbf{q}_{1}\left(z^{\prime}\right)\right)+2 A_{\phi}\left(0, z^{\prime} ; \mathbf{q}_{1}\left(z^{\prime}\right), \mathbf{q}_{2}\left(z^{\prime}\right)\right)+A_{\phi}\left(0, z^{\prime} ; \mathbf{q}_{2}\left(z^{\prime}\right)\right)\right)\right\} d z^{\prime}\right] d z \tag{4.12}
\end{align*}
\]
where
\(B_{I}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \boldsymbol{z} ; \mathbf{n}_{11}, \mathbf{n}_{12}\right)=\left(\frac{1}{2 \pi}\right)^{8} \int^{\infty} \iint_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \iint_{-\infty}^{\infty} \int_{-\infty} \mathbf{G}\left(\kappa_{1}, \kappa_{2} ; z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right) \exp \left(i \mathbf{r}_{1} \cdot \kappa_{1}+i \mathbf{q}_{1} \cdot \mathbf{n}_{11}+i \mathbf{r}_{2} \cdot \kappa_{2}+i \mathbf{q}_{2} \cdot \mathbf{n}_{12}\right) d \mathbf{r}_{1} d \mathbf{n}_{11} d \mathbf{r}_{2} d \mathbf{n}_{12}\),
with \(\mathbf{q}_{1}(z)=\mathbf{q}_{1}+\kappa_{1}(L-z)\) and similarly for \(\mathbf{q}_{2}\). The properties of this solution will not be dealt with here; its analysis would be greatly facilitated if the form of the correlation functions \(A_{i j}\) is known, which, of course, is specific to the particular propagation problem.

\section*{V. LIMITS OF APPLICABILITY OF THE RESULTS AND THEIR POSSIBLE EXTENSION}

Summarizing the assumptions made throughout the foregoing, the results obtained here hold for scattering media characterized by overall propagation parameters that are taken to be zero-mean Gaussian random variables that are \(\delta\) correlated in the direction of propagation and propagation situations that are described by the small-angle scattering approximation to the radiative transfer equation and, of course, satisfy the restrictions attendant in the use of \(\delta\) correlation. Such scenarios are applicable to many propagation problems. There are, however, two major extensions that can be made to the theory. The first logical step would be to apply the small-angle scattering formulation, i.e., Eq. (2.5), to situations where the medium fluctuations are governed by arbitrary statistics rather than the special Gaussian case considered here. This, of course, prohibits the use of the Novikov theorem and requires the use of an approach based on characteristic functionals of the propagation statistics. Retention of the assumption of the \(\delta\)-correlatedness of the medium fluctuations could be justified since the requirements of the small-angle formulation are a subset of those of \(\delta\) cor-
relation. This will form the subject of a future publication.
The second extension would be to employ the full form of the radiative transfer equation, i.e., Eq. (2.1), in a similar analysis. One would necessarily need to use an approach different to the one given here since the use of the causality condition, employed in Appendix A, Eq. (A4), which greatly facilitated the analysis there, is no longer valid. In fact, questions of causality in general could be expected to hamper such a development. It is possible to simply introduce stochastic descriptions of extinction and scattering coefficients into the well known treatments of Eq. (2.1) in an analysis involving characteristic functionals. This, however, will require further investigation.

\section*{APPENDIX A: DERIVATION OF EQ. (3.6)}

The evaluation of the Novikov theorem in this case is facilitated by first applying the realistic assumptions that (1) statistical homogeneity in the spatial coordinate \(r\) of \(\tilde{\phi}\) prevails and (2) that the resulting correlation function is \(\delta\) correlated in the longitudinal \(z\) direction. The latter assumption places restrictions on the fluctuations of the medium. \({ }^{17}\) These conditions, which are sufficient ones, are \(\lambda \ll l_{0}\), \(L \gg L_{0}, \lambda \alpha \ll 1\), and \(\left\langle(\tilde{\epsilon}(\mathbf{r}, z))^{2}\right\rangle,\left\langle(\tilde{\sigma}(\mathbf{r}, z))^{2}\right\rangle \ll 1 /\left(k L_{0}\right)\), where \(\alpha=\langle\epsilon\rangle-\langle\sigma\rangle\) is the coefficient of absorption, \(L\) is the total distance of propagation, \(L_{0}\) is the largest spatial extent of the fluctuations (sometimes called the outer scale), \(l_{0}\) is that of the smallest spatial extent (sometimes called the inner scale), and \(k\) is the wave number, \(k=2 \pi / \lambda\), where \(\lambda\) is the wavelength. Thus one has the following development:
\[
\begin{align*}
B_{\phi}\left(\mathbf{r}, \mathbf{r}^{\prime} ; z, z^{\prime} ; \mathbf{q}, \mathbf{q}^{\prime}\right)= & B_{\phi}\left(\mathbf{r}-\mathbf{r}^{\prime}, z, z^{\prime} ; \mathbf{q}, \mathbf{q}^{\prime}\right) \\
= & B_{\varepsilon \varepsilon}\left(\mathbf{r}-\mathbf{r}^{\prime}, z, z^{\prime}\right)-B_{\varepsilon \sigma}\left(\mathbf{r}-\mathbf{r}^{\prime}, z, z^{\prime}\right) P\left(\mathbf{q}^{\prime}, z^{\prime}\right)-B_{\sigma \varepsilon}\left(\mathbf{r}-\mathbf{r}^{\prime}, z, z^{\prime}\right) P(\mathbf{q}, z)+B_{\sigma \sigma}\left(\mathbf{r}-\mathbf{r}^{\prime}, z, z^{\prime}\right) P(\mathbf{q}, z) P\left(\mathbf{q}^{\prime}, z^{\prime}\right) \\
= & \left\{A_{\varepsilon \varepsilon}\left(\mathbf{r}-\mathbf{r}^{\prime}, z, z^{\prime}\right)-A_{\varepsilon \sigma}\left(\mathbf{r}-\mathbf{r}^{\prime}, z, z^{\prime}\right) P\left(\mathbf{q}^{\prime}, z^{\prime}\right)-A_{\sigma \varepsilon}\left(\mathbf{r}-\mathbf{r}^{\prime}, z, z^{\prime}\right) P(\mathbf{q}, z)+A_{\sigma \sigma}\left(\mathbf{r}-\mathbf{r}^{\prime}, z, z^{\prime}\right)\right. \\
& \left.\times P(\mathbf{q}, z) P\left(\mathbf{q}^{\prime}, z^{\prime}\right)\right\} \delta\left(z-z^{\prime}\right) \tag{A1}
\end{align*}
\]
where the definition of \(\tilde{\phi}(r, z ; q)\) from Eq. (3.4) was used in the expansion of the correlation function \(B_{\phi}\), thus giving rise to the corresponding correlation and cross-correlation functions \(B_{i j}\), for \(i, j=\varepsilon, \sigma\). The \(\delta\)-correlation component is then factored out of the \(B_{i j}\) functions giving rise to associated twodimensional correlation functions \(A_{i j}\). Noting that the absolute \(z\) dependence exists in the factors \(P(\mathbf{q}, z)\), one can define a composite two-dimensional correlation \(A_{\phi}\left(\mathbf{r}-\mathbf{r}^{\prime}, z, z^{\prime}\right.\); \(\mathbf{q}, \mathbf{q}^{\prime}\) ) to represent the quantity within the braces of Eq. (A1). Integration of Eq. (A1) over the coordinate \(z^{\prime}\) gives Eq. (3.7a).

Substituting Eq. (A1) into Eq. (3.5) and performing the \(z^{\prime}\) integration gives
\[
\begin{align*}
& \langle\tilde{\phi}(\mathbf{r}, z ; \mathbf{q}) \widetilde{J}(\mathbf{r}, z ; \mathbf{q})\rangle \\
& \quad=\iint A_{\phi}\left(\mathbf{r}-\mathbf{r}^{\prime}, z ; \mathbf{q}, \mathbf{q}^{\prime}\right)\left\langle\frac{\delta \widetilde{J}(\mathbf{r}, z ; \mathbf{q})}{\delta \tilde{\phi}\left(\mathbf{r}^{\prime}, z ; \mathbf{q}^{\prime}\right)}\right\rangle d \mathbf{r}^{\prime} d \mathbf{q}^{\prime} \tag{A2}
\end{align*}
\]

It now remains to determine the average of the variational derivative as indicated in Eq. (A2). To this end, one must now consider the second equation of the system of equations obtained in Sec. II, viz., Eq. (2.13). Using the definitions of Eqs. (2.8) and (2.9) in Eq. (2.13) and applying the Fourier transform defined by Eq. (3.2) [for the same reasons it was allowed to be applied to Eq. (3.1) ], solving for the derivative \(\partial \widetilde{J}(\mathbf{r}, z ; \mathbf{q}) / \partial z\), and integrating along the \(z\) coordinate from 0 to \(z\), one obtains
\[
\begin{align*}
\widetilde{J}(\mathbf{r}, z ; \mathbf{q}) & -\widetilde{J}(\mathbf{r}, 0 ; \mathbf{q}) \\
= & -i \int_{0}^{z} \nabla_{\mathbf{r}} \cdot \frac{\partial \widetilde{J}\left(\mathbf{r}, z^{\prime} ; \mathbf{q}\right)}{\partial \mathbf{q}} d z^{\prime}+\int_{0}^{z}\left\langle\phi\left(z^{\prime} ; \mathbf{q}\right)\right\rangle \widetilde{J}\left(\mathbf{r}, z^{\prime} ; \mathbf{q}\right) d z^{\prime} \\
& +\int_{0}^{z} \tilde{\phi}\left(\mathbf{r}, z^{\prime} ; \mathbf{q}\right) J\left(\mathbf{r}, z^{\prime} ; \mathbf{q}\right) d z^{\prime} \\
& -\int_{0}^{z}\left\langle\tilde{\phi}\left(\mathbf{r}, z^{\prime} ; \mathbf{q}\right) \widetilde{J}\left(\mathbf{r}, z^{\prime} ; \mathbf{q}\right)\right\rangle d z^{\prime} \tag{A3}
\end{align*}
\]

Formally, one can solve this equation iteratively and find that the quantity \(\widetilde{J}(\mathbf{r}, z ; q)\) is a function of the coordinate \(z\) for only those values \(z^{\prime}\) such that \(z^{\prime}<z\). The values \(z^{\prime}\) of \(z\), where \(z^{\prime}>z\), do not enter into the solution. Thus fluctuations of the composite propagation parameter \(\tilde{\phi}(\mathbf{r}, z ; \mathbf{q})\) at positions \(z^{\prime}<z\) can only influence the quantity \(\widetilde{J}(\mathbf{r}, z ; \mathbf{q})\); for the variational derivatives that must be considered in the sequel, this "causality condition" implies
\[
\begin{equation*}
\frac{\delta \widetilde{J}(\mathbf{r}, z ; \mathbf{q})}{\delta \tilde{\phi}\left(\mathbf{r}^{\prime}, z^{\prime} ; \mathbf{q}^{\prime}\right)}=0, \quad z^{\prime}>z \tag{A4}
\end{equation*}
\]

Taking the variational derivative of Eq. (A3) and employing the fact that
\[
\begin{equation*}
\frac{\delta \tilde{\phi}(\mathbf{r}, z ; \mathbf{q})}{\delta \tilde{\phi}\left(\mathbf{r}^{\prime}, z^{\prime} ; \mathbf{q}^{\prime}\right)}=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(z-z^{\prime}\right) \delta\left(\mathbf{q}-\mathbf{q}^{\prime}\right) \tag{A5}
\end{equation*}
\]
one obtains
\[
\begin{align*}
\frac{\delta \tilde{J}(\mathbf{r}, z ; \mathbf{q})}{\delta \tilde{\phi}\left(\mathbf{r}^{\prime}, z^{\prime} ; \mathbf{q}^{\prime}\right)}= & -i \int_{z^{\prime}}^{z} \nabla_{\mathbf{r}} \cdot \frac{\partial}{\partial \mathbf{q}}\left(\frac{\delta \widetilde{J}\left(\mathbf{r}, z^{\prime \prime} ; \mathbf{q}\right)}{\delta \tilde{\phi}\left(\mathbf{r}^{\prime}, z^{\prime} ; \mathbf{q}^{\prime}\right)}\right) d z^{\prime \prime}+\int_{z^{\prime}}^{z}\left\langle\phi\left(z^{\prime \prime} ; \mathbf{q}\right)\right\rangle \frac{\delta \widetilde{J}\left(\mathbf{r}, z^{\prime \prime} ; \mathbf{q}\right)}{\delta \tilde{\phi}\left(\mathbf{r}^{\prime}, z^{\prime} ; \mathbf{q}^{\prime}\right)} d z^{\prime \prime} \\
& +\int_{z^{\prime}}^{z}\left[\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(z^{\prime \prime}-z^{\prime}\right) \delta\left(\mathbf{q}-\mathbf{q}^{\prime}\right) J\left(\mathbf{r}, z^{\prime \prime} ; \mathbf{q}\right)+\tilde{\phi}\left(\mathbf{r}, z^{\prime \prime} ; \mathbf{q}\right) \frac{\delta \tilde{J}\left(\mathbf{r}, z^{\prime \prime} ; \mathbf{q}\right)}{\delta \tilde{\phi}\left(\mathbf{r}^{\prime}, z^{\prime} ; \mathbf{q}^{\prime}\right)}\right] d z^{\prime \prime} \\
& -\int_{z^{\prime}}^{z}\left[\left\langle\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(z^{\prime \prime}-z^{\prime}\right) \delta\left(\mathbf{q}-\mathbf{q}^{\prime}\right) \widetilde{J}\left(\mathbf{r}, z^{\prime \prime} ; \mathbf{q}\right)+\tilde{\phi}\left(\mathbf{r}, z^{\prime \prime} ; \mathbf{q}\right) \frac{\delta \widetilde{J}\left(\mathbf{r}, \mathbf{z}^{\prime \prime} ; \mathbf{q}\right)}{\delta \tilde{\phi}\left(\mathbf{r}^{\prime}, z^{\prime} ; \mathbf{q}^{\prime}\right)}\right\rangle\right] d z^{\prime \prime} . \tag{A6}
\end{align*}
\]

Finally, noting that the variational derivative desired in Eq. (A2) is related to the one given in Eq. (A6) via the relation
\[
\begin{equation*}
\frac{\delta \widetilde{J}(\mathbf{r}, z ; \mathbf{q})}{\delta \tilde{\phi}\left(\mathbf{r}^{\prime}, z ; \mathbf{q}^{\prime}\right)}=\lim _{z^{\prime} \rightarrow z} \frac{\delta \widetilde{J}(\mathbf{r}, z ; \mathbf{q})}{\delta \tilde{\phi}\left(\mathbf{r}^{\prime}, z^{\prime} ; \mathbf{q}^{\prime}\right)}, \tag{A7}
\end{equation*}
\]
and using the fact that the first, second, fourth, and sixth terms of Eq. (A6) converge to zero upon evoking the limit indicated in Eq. (A7), and that the fifth term gives zero since \(\langle\widetilde{I}\rangle=0\), thus making \(\langle\widetilde{J}\rangle=0\), one obtains
\[
\begin{align*}
& \frac{\delta \widetilde{J}(\mathbf{r}, z ; \mathbf{q})}{\delta \tilde{\phi}\left(\mathbf{r}^{\prime}, z ; \mathbf{q}^{\prime}\right)} \\
& \quad=\lim _{z^{\prime} \rightarrow 2} \int_{z^{\prime}}^{z} \delta\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \delta\left(z^{\prime \prime}-z^{\prime}\right) \delta\left(\mathbf{q}-\mathbf{q}^{\prime}\right) J\left(\mathbf{r}, z^{\prime \prime} ; \mathbf{q}\right) d z^{\prime \prime} \\
& \quad=\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(\mathbf{q}-\mathbf{q}^{\prime}\right) J(\mathbf{r}, z ; \mathbf{q}) . \tag{A8}
\end{align*}
\]

Taking the ensemble average of this expression, substituting the result into Eq. (A2), and performing the required integrals, one obtains the result of Eq. (3.6) noting that the quantity \(A_{\phi}\left(\mathbf{r}-\mathbf{r}^{\prime}, z ; \mathbf{q}, \mathbf{q}^{\prime}\right)\) becomes independent of the \(\mathbf{q}^{\prime}\) variable.

\section*{APPENDIX B: DERIVATION OF EQS. (3.13)-(3.16)}

The derivation of Eq. (3.13) commences with the Novikov theorem, which, in the case of the \(\delta\)-correlated random functions \(\tilde{\phi}\), gives
\[
\begin{align*}
& \left\langle\tilde{\phi}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right) \widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right)\right\rangle \\
& =\iint A_{\phi}\left(\mathbf{r}_{1} \mathbf{r}^{\prime}, z ; \mathbf{q}_{1} \mathbf{q}^{\prime}\right) \\
& \quad \times\left(\frac{\delta \widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right)}{\delta \tilde{\phi}\left(\mathbf{r}^{\prime}, z ; \mathbf{q}^{\prime}\right)}\right) d \mathbf{r}^{\prime} d \mathbf{q}^{\prime} \tag{B1}
\end{align*}
\]

This expression can also be obtained directly from Eq. (A2) by evaluating \(\widetilde{J}\) at the points \(r_{2}\) and \(\mathbf{q}_{2}\). One must now evaluate the indicated variational derivative. This, too, can be obtained directly from a previous result in Appendix A, in particular, Eq. (A8), simply by letting \(r=r_{2}\) and \(q=q_{2}\), viz.,
\[
\begin{equation*}
\frac{\delta \widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right)}{\delta \tilde{\phi}\left(\mathbf{r}^{\prime}, z ; \mathbf{q}^{\prime}\right)}=\delta\left(\mathbf{r}_{2}-\mathbf{r}^{\prime}\right) \delta\left(\mathbf{q}_{2}-\mathbf{q}^{\prime}\right) J\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right) \tag{B2}
\end{equation*}
\]

Taking the ensemble average of this result, substituting it into Eq. (B1), and performing the required integrations yield
\(\left\langle\tilde{\phi}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right) \tilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right)\right\rangle=\boldsymbol{A}_{\phi}\left(\mathbf{r}_{1}-\mathbf{r}_{2}, z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right)\left\langle J\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right)\right\rangle\), which is the result of Eq. (3.13).

Equation (3.14) follows similarly and can be obtained from Eq. (3.13) by a simple transcription of \(\mathbf{r}_{1}\) and \(\mathbf{r}_{2}\) and \(\mathbf{q}_{1}\) and \(\mathbf{q}_{2}\).

The derivation of Eq. (3.15) requires one to employ the Novikov theorem once again, which gives, for the \(\delta\)-correlated assumption made in the foregoing,
\[
\begin{align*}
& \left\langle\tilde{\phi}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right) \widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right) \widetilde{J}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right)\right\rangle \\
& \quad=\iint A_{\phi}\left(\mathbf{r}_{1}-\mathbf{r}^{\prime}, z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right) \\
& \quad \times\left\langle\frac{\delta\left\{\widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right) \widetilde{J}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right)\right\}}{\delta \tilde{\phi}\left(\mathbf{r}^{\prime}, z ; \mathbf{q}^{\prime}\right)}\right\rangle d \mathbf{r}^{\prime} d \mathbf{q}^{\prime} \tag{B3}
\end{align*}
\]

Expanding the variational derivative of the product and using the result of Eq. (B2) yield
\[
\begin{align*}
& \frac{\delta\left\{\widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right) \widetilde{J}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right)\right\}}{\delta \tilde{\phi}\left(\mathbf{r}^{\prime}, z ; \mathbf{q}^{\prime}\right)} \\
& \quad=\delta\left(\mathbf{r}_{2}-\mathbf{r}^{\prime}\right) \delta\left(\mathbf{q}_{2}-\mathbf{q}^{\prime}\right) \widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{\mathbf{q}}\right) \widetilde{J}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right) \\
& \quad+\delta\left(\mathbf{r}_{1}-\mathbf{r}^{\prime}\right) \delta\left(\mathbf{q}_{1}-\mathbf{q}^{\prime}\right) \widetilde{J}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right) \widetilde{J}\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right) \tag{B4}
\end{align*}
\]

Substituting this into Eq. (B3) and performing the integrations and using the various definitions given earlier give
\[
\begin{aligned}
\left\langle\tilde{\phi}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right)\right. & )\left(\mathbf{r}_{2}, z ; \mathbf{q}_{2}\right) \widetilde{J}\left(\mathbf{r}_{1}, z ; \mathbf{q}_{1}\right)\right\rangle \\
= & {\left[A_{\phi}\left(\mathbf{r}_{1}-\mathbf{r}_{2}, z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right)+A_{\phi}\left(0, z ; \mathbf{q}_{1}\right)\right] } \\
& \times B_{j}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; z ; \mathbf{q}_{1}, \mathbf{q}_{2}\right),
\end{aligned}
\]
which is Eq. (3.15).
Equation (3.16) follows a similar way and can be obtained directly by transcribing \(r_{1}\) and \(r_{2}\) and \(q_{1}\) and \(q_{2}\) along with the application of the assumption of isotropy of the \(\dot{\phi}\) statistics.
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The intervals of electrohydrodynamic Rayleigh-Taylor instability influenced by a periodic tangential field are considered. It is shown that a linear model of the interface is governed by Hill's differential equation. Characteristic values and intervals of stability are discussed. The special case of the Mathieu differential equation type is obtained.

\section*{I. INTRODUCTION}

Problems of electrohydrodynamic stability have been considered by many authors. (See Melcher, \({ }^{1,2}\) Woodson and Melcher, \({ }^{3}\) Mohamed and Elshehawey, \({ }^{4-6}\) Elshehawey, \({ }^{7}\) Elshehawey et al. \({ }^{8}\) El Dabe et al., and Mohamed et al. \({ }^{10,11}\) and the references therein.) There are some physical situations when one needs a limited band of wavenumbers to achieve instability; at the same time, for values of wavenumbers less or greater than this band stability is required. For example, in biophysics \({ }^{12}\) the cell membrane is formed by a number of adjacent cells if they are subjected to a periodic field. Also, the membrane breaks down if a field at a given strength is applied to it. Also, if a force varying periodically with time acts on a mass in such a manner that the force tends to move the mass back into a position of equilibrium in proportion to the dislocation of the mass, one might expect the mass to be confined to a neighborhood of the position of equilibrium. In particular, once the force is strong enough to achieve this effect, one would expect a stronger force to be even more efficient for this purpose. An increase of the restraining force may cause the mass to oscillate with wider and wider amplitudes. The theory of the intervals of instability provides the precise description of this phenomenon.

In the present paper, we shall confine ourselves to giving a general description of the so-called regions of absolute stability since in most previous cases, the results are based on numerical computations.

\section*{II. FORMULATION OF THE PROBLEM}

Consider two semi-infinite dielectric inviscid fluids separated by the plane \(y=0\). The upper and lower densities of the fluids are \(\rho^{(2)}\) and \(\rho^{(1)}\), respectively. The fluids are influenced by a periodic electric field
\[
\begin{equation*}
\mathbf{E}_{0}=E^{*} E_{0}(t) \mathbf{e}_{x}, \quad \int_{0}^{\pi} E_{0}^{2}(t) d t=0 \tag{2.1}
\end{equation*}
\]
where \(e_{x}\) is the unit vector in the \(x\) direction. We shall consider all "functions \(E_{0}^{2}(t)\) of class \(P\) " which are defined by
\[
\begin{equation*}
\left[\pi \int_{0}^{\pi}\left|E_{0}^{2}(t)\right|^{p} d t\right]^{1 / p}=1 \tag{2.2}
\end{equation*}
\]
where \(p=1,2,3, \ldots\), or \(p=\infty\). If \(p=\infty\), (2.2) means that
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\[
\begin{equation*}
\max \left|E_{0}^{2}(t)\right|=1 \tag{2.3}
\end{equation*}
\]

We assume that \(E_{0}^{2}(t)\) is continuous except for a finite number of points, where \(E_{0}^{2}(t)\) may have a jump. We dimensionalize the various quantities using the characteristic length \(L=\left(t / \rho^{(1)} g\right)^{1 / 2}\) and the characteristic time \((L / g)^{1 / 2}\). The motion considered here is irrotational and there exists a velocity potential \(\phi\) such that \(\mathbf{v}=\nabla \boldsymbol{\nabla}\).

The velocity potential \(\phi\) satisifies
\[
\begin{equation*}
\frac{\partial^{2} \phi^{(2),(1)}}{\partial x^{2}}+\frac{\partial^{2} \phi^{(2),(1)}}{\partial y^{2}}=0 \tag{2.4}
\end{equation*}
\]
such that
\[
\begin{align*}
& \left|\nabla \phi^{(2)}\right| \rightarrow 0,  \tag{2.5}\\
& \left|\nabla \phi^{(1)}\right| \rightarrow 0,  \tag{2.6}\\
& \text { as } y \rightarrow \infty, \\
&
\end{align*}
\]

The surface deflection is expressed as
\[
\begin{equation*}
y=\xi(x, t) \tag{2.7}
\end{equation*}
\]

Then,
\[
\begin{align*}
\mathbf{n}= & \nabla F /[\nabla F \cdot \nabla F]^{1 / 2}=-\xi_{x}\left(\xi_{x}^{2}+1\right)^{-1 / 2} \mathbf{e}_{x} \\
& +\left(\xi_{x}^{2}+1\right)^{-1 / 2} \mathbf{e}_{y} \tag{2.8}
\end{align*}
\]
is the unit normal \(n\) to the surface, and \(F=0\) is the equation to the surface of separation.

The condition that the interface is moving with the fluid leads to
\[
\begin{equation*}
\xi_{t}-\phi_{y}^{(2),(1)}+\phi_{x}^{(2),(1)} \xi_{x}=0, \quad \text { at } y=\xi \tag{2.9}
\end{equation*}
\]

We assume that the quasistatic approximation is valid and we introduce the electrostatic potential \(\Psi^{(2),(1)}\) such that
\[
\begin{equation*}
\mathbf{E}^{(2),(1)}=E^{*} E_{0}(t) \mathbf{e}_{x}-\nabla \Psi^{(2),(1)} \tag{2.10}
\end{equation*}
\]

Therefore, the differential equation satisfied by \(\Psi^{(2),(1)}\) is the Laplace equation
\[
\begin{equation*}
\frac{\partial^{2} \Psi^{(2),(1)}}{\partial x^{2}}+\frac{\partial^{2} \Psi^{(2),(1)}}{\partial y^{2}}=0 \tag{2.11}
\end{equation*}
\]
along with the following boundary conditions.
(i) The tangential component of the electric field is continuous at the interface
\[
\begin{equation*}
\mathbf{n} \wedge\left(\mathbf{E}^{(2)}-\mathbf{E}^{(1)}\right)=0, \quad \text { at } y=\xi \tag{2.12}
\end{equation*}
\]
which leads to
\(\xi_{x}\left(\Psi_{y}^{(2)}-\Psi_{y}^{(1)}\right)+\left(\Psi_{x}^{(2)}-\Psi_{x}^{(1)}\right)=0\), at \(y=\xi\).
(ii) The normal electric displacement is continuous at the interface \(y=\xi(x, t)\) :
\[
\begin{equation*}
\mathbf{n} \cdot\left(\tilde{\epsilon}^{(2)} \mathbf{E}^{(2)}-\tilde{\epsilon}^{(1)} \mathbf{E}^{(1)}\right)=0, \quad \text { at } y=\xi \tag{2.14}
\end{equation*}
\]
and hence,
\[
\begin{gather*}
\xi_{x}\left(\tilde{\epsilon}^{(2)} \Psi_{x}^{(2)}-\tilde{\epsilon}^{(1)} \Psi_{x}^{(1)}\right)-\left(\tilde{\epsilon}^{(2)} \Psi_{y}^{(2)}-\tilde{\epsilon}^{(1)} \Psi_{y}^{(1)}\right) \\
=\xi_{x} E^{*} E_{0}(t)\left(\tilde{\epsilon}^{(2)}-\tilde{\epsilon}^{(1)}\right), \quad \text { at } y=\xi \tag{2.15}
\end{gather*}
\]
where \(\tilde{\epsilon}^{(2),(1)}\) is the dielectric constant.
(iii) The normal hydrodynamic stress is balanced by the normal electric stress. The balance condition is then \({ }^{2}\)
\[
\begin{align*}
\phi_{t}^{(1)}- & \rho \phi_{t}^{(2)}+(1-\rho) \xi+\frac{1}{2}\left(\phi_{x}^{(1)^{2}}-\rho \phi_{x}^{(2)^{2}}\right)+\frac{1}{2}\left(\phi_{y}^{(1)^{2}}-\rho \phi_{y}^{(2)^{2}}\right) \\
= & \xi_{x x}\left(1+\xi_{x}^{2}\right)^{-3 / 2}+E^{*} E_{0}(t)\left(\tilde{\epsilon}^{(2)} \Psi_{x}^{(2)}-\tilde{\epsilon}^{(1)} \Psi_{x}^{(1)}\right)-\frac{1}{2}\left(\tilde{\epsilon}^{(2)} \Psi_{x}^{(2)^{2}}-\tilde{\epsilon}^{(1)} \Psi_{x}^{(1)^{2}}\right)+\frac{1}{2}\left(\tilde{\epsilon}^{(2)} \Psi_{y}^{(2)^{2}}-\tilde{\epsilon}^{(1)} \Psi_{y}^{(1)^{2}}\right) \\
& +2 \xi_{x} E^{*} E_{0}(t)\left(\tilde{\epsilon}^{(2)} \Psi_{y}^{(2)}-\tilde{\epsilon}^{(1)} \Psi_{y}^{(1)}\right)-2 \xi_{x}\left(\tilde{\epsilon}^{(2)} \Psi_{x}^{(2)} \Psi_{y}^{(2)}-\tilde{\epsilon}^{(1)} \Psi_{x}^{(1)} \Psi_{y}^{(1)}\right)+\xi_{x}^{2} E^{* 2} E_{0}^{2}(t)\left(\tilde{\epsilon}^{(2)}-\tilde{\epsilon}^{(1)}\right) \\
& -2 E^{*} E_{0}(t) \xi_{x}^{2}\left(\tilde{\epsilon}^{(2)} \Psi_{x}^{(2)}-\tilde{\epsilon}^{(1)} \Psi_{x}^{(1)}\right)+\xi_{x}^{2}\left(\tilde{\epsilon}^{(2)} \Psi_{x}^{(2)^{2}}-\tilde{\epsilon}^{(1)} \Psi_{x}^{(1)^{2}}\right)-\xi_{x}^{2}\left(\tilde{\epsilon}^{(2)} \Psi_{y}^{(2)^{2}}-\tilde{\epsilon}^{(1)} \Psi_{y}^{\left.(1)^{2}\right)}\right) \\
& -2 \xi_{x}^{3} E^{*} E_{0}(t)\left(\tilde{\epsilon}^{(2)} \Psi_{y}^{(2)}-\tilde{\epsilon}^{(1)} \Psi_{y}^{(1)}\right)+2 \xi_{x}^{3}\left(\tilde{\epsilon}^{(2)} \Psi_{x}^{(2)} \Psi_{y}^{(2)}-\tilde{\epsilon}^{(1)} \Psi_{x}^{(1)} \Psi_{y}^{(1)}\right)+O\left(\xi_{x}^{4}\right), \quad \text { at } y=\xi(x, t) . \tag{2.16}
\end{align*}
\]

Equations (2.4)-(2.16) will be solved using the method of multiple scale. \({ }^{13}\)

We introduce the scales \(X_{n}\) and \(T_{n}\) defined by
\[
\begin{equation*}
X_{n}=\epsilon^{n} x, \quad T_{n}=\epsilon^{n} t \tag{2.17}
\end{equation*}
\]

We may also expand \(\xi\), \(\Psi^{(2),(1)}\), and \(\phi^{(2),(1)}\) in the form
\[
\begin{gather*}
\xi(x, t)=\sum_{n=1}^{3} \epsilon^{n} \xi_{n}\left(X_{0}, X_{1}, X_{2} ; T_{0}, T_{1}, T_{2}\right)+O\left(\epsilon^{4}\right), \\
\begin{aligned}
\Psi_{n}^{(2),(1)}(x, y, t)= & \sum_{n=1}^{3} \epsilon^{n} \Psi_{n}^{(2),(1)}\left(X_{0}, X_{1}, X_{2} ; y ; T_{0}, T_{1}, T_{2}\right) \\
& +O\left(\epsilon^{4}\right)
\end{aligned}
\end{gather*}
\]
\[
\begin{align*}
\phi_{n}^{(2),(1)}(x, y, t)= & \sum_{n=1}^{3} \epsilon^{n} \phi_{n}^{(2),(1)}\left(X_{0}, X_{1}, X_{2} ; y ; T_{0}, T_{1}, T_{2}\right) \\
& +O\left(\epsilon^{4}\right) \tag{2.20}
\end{align*}
\]

We now substitute from Eqs. (2.18)-(2.20) into (2.4)(2.16) and equate coefficients of like powers of \(\epsilon\).

The problem considered here is the intervals of the linear electrohydrodynamic stability of a single interface stressed by a tangential periodic electric field. The effect of nonlinearity on the problem at hand will not be discussed here and will be the subject of a subsequent paper.

The solution of the first-order problem for traveling waves with respect to the variable \(X_{0}\) that decays far from the interface is
\[
\begin{align*}
& \xi_{1}=D\left(X_{1}, X_{2} ; t\right) e^{i k X_{0}}+\bar{D}\left(X_{1}, X_{2} ; t\right) e^{-i k X_{0}},  \tag{2.21}\\
& \Psi_{1}^{(2)}= {\left[i E^{*} E_{0}(t)\left(\tilde{\epsilon}^{(2)}-\tilde{\epsilon}^{(1)}\right) /\left(\tilde{\epsilon}^{(2)}+\tilde{\epsilon}^{(1)}\right)\right] } \\
& \times\left[D\left(X_{1}, X_{2} ; t\right) e^{i k X_{0}-k y}-\bar{D} e^{-i k X_{0}-k y}\right],  \tag{2.22}\\
& \Psi_{1}^{(1)}= {\left[i E^{*} E_{0}(t)\left(\tilde{\epsilon}^{(2)}-\tilde{\epsilon}^{(1)}\right) /\left(\tilde{\epsilon}^{(2)}+\tilde{\epsilon}^{(1)}\right)\right] } \\
& \times\left[D\left(X_{1}, X_{2} ; t\right) e^{i k X_{0}+k y}-\bar{D} e^{-i k X_{0}+k y}\right], \tag{2.23}
\end{align*}
\]
\[
\begin{align*}
& \phi_{1}^{(2)}=-\frac{1}{k} \frac{\partial D}{\partial t} e^{i k x_{0}-k y}-\frac{1}{k} \frac{\partial \bar{D}}{\partial t} e^{-i k x_{0}-k y},  \tag{2.24}\\
& \phi_{1}^{(1)}=\frac{1}{k} \frac{\partial D}{\partial t} e^{i k X_{0}+k y}+\frac{1}{k} \frac{\partial \bar{D}}{\partial t} e^{-i k x_{0}+k y},  \tag{2.25}\\
& \frac{\partial^{2} D}{\partial t^{2}}+\frac{k}{(1+\rho)} \\
& \quad \times\left[1-\rho+k^{2}+\frac{k E^{* 2} E_{0}^{2}(t)\left(\tilde{\epsilon}^{(2)}-\tilde{\epsilon}^{(1)}\right)^{2}}{\left(\tilde{\epsilon}^{(2)}+\tilde{\epsilon}^{(1)}\right)}\right] D=0 . \tag{2.26}
\end{align*}
\]

As a special case of Eq. (2.26), which is the well-known dispersion relation, if we replace the periodic electric field by a constant field, we obtain the same result given in Ref. 4 for the linear system, where
\[
\begin{aligned}
& K_{c}=\sqrt{\rho-1}\left(\cosh \theta_{E}-\sinh \theta_{E}\right) \\
& \sinh \theta_{E}=\alpha_{E} / 2 \sqrt{\rho-1} \\
& \alpha_{E}=E^{* 2}\left(\tilde{\epsilon}^{(2)}-\tilde{\epsilon}^{(1)}\right)^{2} /\left(\epsilon^{(2)}+\tilde{\epsilon}^{(1)}\right)
\end{aligned}
\]

\section*{III. THE HILL EQUATION}

We put Eq. (2.26) in the standard form
\[
\begin{equation*}
\frac{\partial^{2} D}{\partial t^{2}}+[\lambda+Q(t)] D=0 \tag{3.1}
\end{equation*}
\]
where
\[
\begin{align*}
& \lambda=[k /(1+\rho)]\left(1-\rho+k^{2}\right)  \tag{3.2}\\
& Q(t)=\beta E_{0}^{2}(t) \tag{3.3}
\end{align*}
\]
\[
\begin{equation*}
\beta=\frac{k^{2} E^{* 2}\left(\tilde{\epsilon}^{(2)}-\tilde{\epsilon}^{(1)}\right)^{2}}{(1+\rho)\left(\tilde{\epsilon}^{(2)}+\tilde{\epsilon}^{(1)}\right)}, \quad Q(t+\pi)=Q(t) \tag{3.4}
\end{equation*}
\]
where \(\lambda\) is a parameter depending on the ratio density \(\rho\) and wavenumber \(k\). Here, \(\beta>0\) and \(Q(t)\) is a real periodic function of \(t\) with period \(\pi\).

Here, we determine the values of \(\lambda\) for which the solutions of the Hill equation (3.1) are stable. (See Refs. 14-17 and the references therein.) Following the methods of Mag-
nus and Winkler, \({ }^{16}\) one can show that for the given Hill equation (3.1) there belong two monotonically increasing infinite sequences of real numbers
\[
\begin{align*}
& \lambda_{0}, \lambda_{1}, \lambda_{2}, \ldots  \tag{3.5}\\
& \lambda_{1}^{\prime}, \lambda_{2}^{\prime}, \lambda_{3}^{\prime}, \lambda_{4}^{\prime}, \ldots \tag{3.6}
\end{align*}
\]
such that Eq. (3.1) has a solution of period \(\pi\) iff \(\lambda=\lambda_{n}\), \(n=0,1,2, \ldots\) and a solution of period \(2 \pi\) iff \(\lambda=\lambda_{n}^{\prime}, n=1,2\), 3,...

The \(\lambda_{n}\) and \(\lambda_{n}^{\prime}\) satisfy the inequalities
\[
\begin{equation*}
\lambda_{0}<\lambda_{1}^{\prime} \leqslant \lambda_{2}^{\prime}<\lambda_{1} \leqslant \lambda_{2}<\lambda_{3}^{\prime} \leqslant \lambda_{4}^{\prime}<\lambda_{3} \leqslant \lambda_{4}<\cdots \tag{3.7}
\end{equation*}
\]
and the relations
\[
\begin{aligned}
& \lim _{n \rightarrow \infty} \lambda_{n}^{(-1)}=0 \\
& \lim _{n \rightarrow \infty}\left(\lambda_{n}^{\prime}\right)^{-1}=0
\end{aligned}
\]

The solutions of (3.1) are stable in the intervals
\(\left(\lambda_{0}, \lambda_{1}^{\prime}\right), \quad\left(\lambda_{2}^{\prime}, \lambda_{1}\right), \quad\left(\lambda_{2}, \lambda_{3}^{\prime}\right), \quad\left(\lambda_{4}^{\prime}, \lambda_{3}\right), \ldots\).
At the endpoints of the intervals (3.9) the solutions of (3.1) are in general unstable: This is always true for \(\lambda=\lambda_{0}\). The solutions of (3.1) are stable for \(\lambda=\lambda_{2 n+1}\) or \(\hat{\lambda}=\lambda_{2 n+2}\) iff \(\lambda_{2 n+1}=\lambda_{2 n+2}\) and they are stable for \(\lambda=\lambda_{2 n+1}^{\prime}\) or \(\lambda=\lambda_{2 n+2}^{\prime}\) iff \(\lambda_{2 n+1}^{\prime}=\lambda_{2 n+2}^{\prime}\). For complex values of \(\lambda\), Eq. (3.1) always has unstable solutions and it cannot happen since \(\rho\) and \(k\) are real here [see Eq. (3.2)].

The \(\lambda_{n}\) are the roots of \(\Delta(\lambda)=2\) and the \(\lambda_{n}^{\prime}\) are those of \(\Delta(\lambda)=-2\), where
\[
\begin{equation*}
\Delta(\lambda)=D_{1}(\pi, \lambda)+D_{2}^{\prime}(\pi, \lambda) \tag{3.10}
\end{equation*}
\]

The intervals of instability ( \(-\infty, \lambda_{0}\) ) will always be present (the zeroth interval of instability) and we define ( \(\lambda_{i}^{\prime}, \lambda_{2}^{\prime}\) ) as the first interval of instability.

We observe that neither an interval of stability nor an interval of instability can ever shrink to a point. The intervals of stability can never disappear, but two of them can combine to a single one if \(\lambda_{2 n+1}=\lambda_{2 n+2}\) or \(\lambda_{2 n+1}^{\prime}=\lambda_{2 n+2}^{\prime}\). However, the interval of instability (with the exception of the zeroth intervals) may disappear altogether. This takes place if \(Q(t)=\beta E_{0}^{2}(t)\) is a constant (i.e., for the case of the constant tangential electric field given in Ref. 6).

A region in the real \(\lambda, \beta\) plane will be called a region of absolute stability for functions of class \(p\) if for any point in this region (3.1) will have stable solutions for all functions \(Q(t)=\beta E_{0}^{2}(t)\), where \(E_{0}^{2}(t)\) belongs to the class \(p\).

Let \(n=0,1,2, \ldots\). The region of absolute stability for the functions \(E_{0}^{2}(t)\) of class 1 is bounded by the curves
\[
\begin{align*}
& \beta_{n+1}= \pm[4(n+1) \sqrt{\lambda} / \pi] \cot [\pi \sqrt{\lambda} / 2(n+1)] \\
& \quad n^{2}<\lambda<(n+1)^{2}, \\
& \beta_{n}= \pm 2 \lambda(1-n / \sqrt{\lambda}), \quad \lambda>1, \quad n \geqslant 1  \tag{3.11}\\
& \left.\lambda=0, \quad \text { for } n=0 \text { (i.e., } \rho=1+k^{2}\right)
\end{align*}
\]
and is such that none of these curves is contained in its interior.

The open region bounded by the curves (3.11) is maxi-
mal; for any point outside or on the boundary of this region, there exists a function \(E_{0}^{2}(t)\) of class 1 such that not all solutions of (3.1) are bounded. Also, let \(m\) be a real variable, \(0<m^{2}<1\), and let
\(M=\int_{0}^{\pi / 2} \frac{d s}{\sqrt{1-m^{2} \sin ^{2} s}}, \quad E=\int_{0}^{\pi / 2} \sqrt{1-m^{2} \sin ^{2} s} d s\).
Then the curves defined for \(n=0,1,2, \ldots\) by
\[
\begin{align*}
\beta_{n+1}= & \pm 8.3^{-1 / 2} \pi^{-2}(n+1)^{2} M\left[M^{2}\left(m^{2}-1\right)\right. \\
& \left.+2 M E\left(2-m^{2}\right)-3 E^{2}\right]^{1 / 2}  \tag{3.13}\\
\lambda_{n+1}= & 4 \pi^{-2}(n+1)^{2}\left[M^{2}\left(m^{2}-1\right)\right. \\
& +2 M E], \quad \lambda>0 \tag{3.14}
\end{align*}
\]
bound the region of absolute stability of the functions of class 2. The boundary points do not belong to the region since for
\[
\begin{align*}
\lambda+\beta E_{0}^{2}(t)= & 4 \pi^{-2}(n+1)^{2} M^{2}\left(1+m^{2}\right) \\
& -8 \pi^{-2}(n+1)^{2} m^{2} M^{2} \\
& \times \operatorname{sn}^{2}(2(n+1) M t / \pi) \tag{3.15}
\end{align*}
\]
the differential equation (3.1) has only one periodic solution (and therefore, at least one unbounded solution).

The periodic solution (with period \(\pi\) or \(2 \pi\) ) is
\[
\begin{equation*}
D_{p}=\operatorname{sn} \tau, \quad \tau=2(n+1) M t / \pi \tag{3.16}
\end{equation*}
\]
where \(\operatorname{sn} \tau\) is the Jacobian elliptic function with module \(m\) and period \(4 M\).

Also, for the functions of class \(\infty\), the region of absolute stability is bounded by the curves
\[
\begin{align*}
&\left(\lambda_{n+1}\right.\left.+\beta_{n+1}\right)^{1 / 2} \tan \left[\pi \sqrt{\lambda_{n+1}+\beta_{n+1}} / 4(n+1)\right] \\
&=\left(\lambda_{n+1}-\beta_{n+1}\right)^{1 / 2} \\
& \quad \times \cot \left[\pi \sqrt{\lambda_{n+1}-\beta_{n+1}} / 4(n+1)\right] \tag{3.17}
\end{align*}
\]
where \(n=0,1,2, \ldots\) and where the region does not contain any of these curves in its interior. If one of the square roots should be imaginary, the functions tan and cot have to be replaced by the corresponding hyperbolic functions, i.e.,
\(E^{* 4}>\left(1-\rho+k^{2}\right)^{2}\left(\tilde{\epsilon}^{(2)}+\tilde{\epsilon}^{(1)}\right)^{2} / k^{2}\left(\tilde{\epsilon}^{(2)}-\tilde{\epsilon}^{(1)}\right)^{4}\).
Also, if \(a\) and \(b\) are real numbers and
\[
\begin{equation*}
a^{2} \leqslant \lambda+\beta E_{0}^{2}(t) \leqslant b^{2} \tag{3.19}
\end{equation*}
\]
then the solutions of (3.1) will be stable for all possible \(\lambda+\beta E_{0}^{2}(t)\) satisfying this condition iff the interval \(\left(a^{2}, b^{2}\right)\) does not contain the square of an integer.

\section*{IV. THE MATHIEU EQUATION}

If we take \(\lambda=[k /(1+\rho)]\left(1-\rho+k^{2}\right)\) as (3.2) and
\[
\begin{align*}
& E_{0}^{2}(t)=\cos 2 t  \tag{4.1}\\
& q=\frac{-k^{2} E^{* 2}\left(\tilde{\epsilon}^{(2)}-\tilde{\epsilon}^{(1)}\right)^{2}}{2(1+\rho)\left(\tilde{\epsilon}^{(2)}+\tilde{\epsilon}^{(1)}\right)}=-\frac{\beta}{2}, \tag{4.2}
\end{align*}
\]

Eq. (3.1) becomes
\[
\begin{equation*}
\frac{\partial^{2} D}{\partial t^{2}}+[\lambda-2 q \cos 2 t] D=0 \tag{4.3}
\end{equation*}
\]
which is the Mathieu differential equation. \({ }^{18}\)
According to the Floquet theorem, \({ }^{17}\) the general periodic solution of the Mathieu differential equation given by (4.3) can be written as
\[
\begin{align*}
D_{p}\left(X_{1}, X_{2}, t\right)= & F_{1}\left(X_{1}, X_{2}\right) e^{\mu t} H(t) \\
& +F_{2}\left(X_{1}, X_{2}\right) e^{-\mu t} H(-t) \tag{4.4}
\end{align*}
\]
where \(H(t)\) is a periodic function in \(t\) of period \(2 \pi\) or \(\pi\); \(F_{1}\left(X_{1}, X_{2}\right), F_{2}\left(X_{1}, X_{2}\right)\) are arbitrary constants; and \(\mu\) is a parameter given by the relation
\[
\begin{equation*}
\sin ^{2} i \mu \pi=\Delta(0) \sin ^{2} \frac{1}{2} \pi \sqrt{\lambda} \tag{4.5}
\end{equation*}
\]

Here, \(\Delta(0)\) is an infinite Hill determinant depending on \(\lambda\) and \(q\) (see Ref. 18) and takes the form
\[
\begin{equation*}
\Delta(0) \simeq 1-\pi \lambda^{2} \cot \frac{1}{2} \pi \lambda^{2} / 4 \sqrt{\lambda}(\lambda-1) . \tag{4.6}
\end{equation*}
\]

It is seen from Eq. (4.4) that if \(\mu\) is pure imaginary, the solution for \(D_{p}\) will be bounded as \(t \rightarrow \infty\) and the system is stable. The characteristic curves of the Mathieu functions and the regions of stability and instability are discussed in Ref. 18. In the ( \(\lambda, q\) ) plane, the regions in which the values of \(\lambda\) and \(q\) yield imaginary values of \(\mu\) are the stable regions. \({ }^{18}\) On the other hand, if \(\mu\) is real, the solution for \(D_{p}\) will tend to \(\infty\) as \(t \rightarrow \infty\).

The unstable regions [in the ( \(\lambda, q\) ) plane] are the regions in which the values of \(\lambda\) and \(q\) correspond to real values of \(\mu\); the boundary curves of these regions are symmetric about the \(\lambda\) axis. On the other hand, we assume that
\[
q=-k^{2} E^{* 2}\left(\tilde{\epsilon}^{(2)}-\tilde{\epsilon}^{(1)}\right)^{2} / 2(1+\rho)\left(\tilde{\epsilon}^{(2)}+\tilde{\epsilon}^{(1)}\right)
\]
are small (which is a good approximation to high-frequency fields or large wavenumbers). Then following Morse and Feshbach \({ }^{14}\) one can show that the solution of Eq. (4.3) will be bounded at \(t \rightarrow \infty\) provided that \(q\) and \(\lambda\) satisfy the inequality
\[
\begin{equation*}
4 q^{2}-32(1-\lambda) q+32 \lambda(1-\lambda)>0 \tag{4.7}
\end{equation*}
\]
or
\[
\begin{align*}
& \frac{k^{4} E^{* 4}\left(\tilde{\epsilon}^{(2)}-\tilde{\epsilon}^{(1)}\right)^{4}}{(1+\rho)^{2}\left(\tilde{\epsilon}^{(2)}+\tilde{\epsilon}^{(1)}\right)^{2}}+\frac{16 k^{2} E^{* 2}\left(\tilde{\epsilon}^{(2)}-\tilde{\epsilon}^{(1)}\right)^{2}(1-\lambda)}{(1+\rho)\left(\tilde{\epsilon}^{(2)}+\tilde{\epsilon}^{(1)}\right)} \\
& \quad+32 \lambda(1-\lambda)>0 . \tag{4.8}
\end{align*}
\]

Also, if \(\beta E_{0}^{2}(t)+\lambda>0\) and
\[
\begin{align*}
\int_{0}^{\pi} & {\left[\beta E_{0}^{2}(t)+\lambda\right]^{2} d t } \\
& <\left(\frac{64}{\left(3 \pi^{2}\right)}\right)\left\{\int_{0}^{\pi / 2} \frac{d s}{\sqrt{1+\sin ^{2} s}}\right\}^{4} \\
& =\frac{1}{12}\left[\frac{\Gamma\left(\frac{1}{4}\right)}{\Gamma\left(\frac{3}{4}\right)}\right]^{4} \tag{4.9}
\end{align*}
\]
then the solutions of the Mathieu equation (4.3) are stable.
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In this paper, which is an extension of the previous paper of one of the authors [Arch. Rat. Mech. Anal. 102, 231 (1988)], a global existence theorem is presented for the Boltzmann equation for initial data close to a local Maxwellian of a special type. Contrary to the previous result, the global existence is proved for rigid spheres and "hard" potentials with angular cutoff.

\section*{I. INTRODUCTION}

After recent results of DiPerna and Lions, \({ }^{1.2}\) the main problem of the Boltzmann equation, i.e., the existence of global solutions, seems to be solved. On the other hand, the problem of the uniqueness of the solution is open, and the asymptotic behavior of the gas density has been only partially investigated in a recent paper by Arkeryd. \({ }^{3}\) These facts still make different approaches justified.

In the present paper we consider a particular case when initial data are not small but close to a given local Maxwellian. We prove global existence and uniqueness for a corresponding initial value problem. The paper is a continuation of the previous paper of one of the authors \({ }^{4}\) when similar results were obtained for soft interactions and Maxwellian potentials with angular cutoff.

In the present paper we consider a gas of rigid spheres. Since, as it was observed earlier (cf. Illner and Shinbrot \({ }^{5}\) ), rigid spheres create some peculiar technical difficulties, we begin with the analysis of the Boltzmann equation for "hard" potentials with angular cutoff. Then, the rigid spheres result is obtained as a limit of solutions for hard potentials. The proof of existence is similar to that used in Ref. 4 and is based on the Kaniel and Shinbrot iteration scheme. \({ }^{5}\) What is worth noting is the fact that although we start with initial data close to a Maxwellian there is no trend to equilibrium. This shows a substantial difference between local and global Maxwellians for which the trend to equilibrium always holds.

\section*{II. THE BOLTZMANN EQUATION}

Our aim is to solve an initial value problem of the nonlinear Boltzmann equation. In the absence of an external force field and with initial data defined in the whole space this problem can be written as follows:
\(\frac{\partial f}{\partial t}+v \cdot \operatorname{grad}_{x} f=J(f, f), \quad x \in R^{3}, \quad v \in R^{3}, \quad t \in R^{+}\),
\(f(x, v, 0)=\varphi(x, v)\).
For gas particles interacting by cutoff potentials or rigid sphere interactions the collision operator \(J\) can be split into gain and loss terms:
\[
\begin{equation*}
\frac{\partial f}{\partial t}+v \cdot \operatorname{grad}_{x} f=Q(f, f)-f R(f) \tag{2}
\end{equation*}
\]
where
\[
\begin{align*}
& Q(f, g)(x, v, t)= \frac{1}{2} \int_{D} B(q, \theta)\left[f\left(v_{1}^{\prime}\right) g\left(v^{\prime}\right)\right. \\
&\left.+f\left(v^{\prime}\right) g\left(v_{1}^{\prime}\right)\right] d v_{1} d \epsilon d \theta  \tag{3}\\
& R(f)=\int_{D} B(q, \theta) f\left(v_{1}\right) d v_{1} d \epsilon d \theta \tag{4}
\end{align*}
\]

Here ( \(v, v_{1}\) ) and ( \(v^{\prime}, v_{1}^{\prime}\) ) denote the precollisional and postcollisional velocities of the two colliding particles and \(q=v_{1}-v\) is the relative velocity. Here \(\psi=\pi-2 \theta\) is the scattering angle of the binary collision and \(\epsilon\) is the azimuthal angle of the plane in which the collision takes place. Consequently \(D=R^{3} \times[0, \pi / 2] \times[0,2 \pi]\).

To begin with, let us give essential notation and preliminary results. First, let us denote
\[
f^{\#}(x, v, t)=f(x+v t, v, t) .
\]

Then Eq. (1) can be written as follows:
\[
\begin{align*}
& \frac{\partial f^{\#}}{\partial t}+f^{\#} R^{\#}(f)=Q^{\#}(f, f)  \tag{5a}\\
& f^{\#}(0)=\varphi(x, v) \tag{5b}
\end{align*}
\]

Following the approach of Kaniel and Shinbrot we will solve Eq. (5) by the iterative scheme,
\[
\begin{align*}
& \frac{\partial l_{n}^{\#}}{\partial t}+l_{n}^{\#} R^{\#}\left(u_{n-1}\right)=Q^{\#}\left(l_{n-1}, l_{n-1}\right)  \tag{6a}\\
& \frac{\partial u_{n}^{\#}}{\partial t}+u_{n}^{\#} R^{\#}\left(l_{n-1}\right)=Q^{\#}\left(u_{n-1}, u_{n-1}\right)  \tag{6b}\\
& l_{n}(0)=u_{n}(0)=\varphi(x, v) \tag{6c}
\end{align*}
\]

To begin iterations we need a pair of functions ( \(l_{0}, u_{0}\) ). Following Kaniel and Shinbrot we say that such a pair satisfies the beginning condition if
\[
0 \leqslant l_{0}(t) \leqslant l_{1}(t) \leqslant u_{1}(t) \leqslant u_{0}(t)
\]

It is well known from the results of Kaniel and Shinbrot \({ }^{6}\) that if \(\varphi \geqslant 0\) and ( \(l_{0}, u_{0}\) ) satisfy the beginning condition then the sequence of iterative solutions \(l_{n}\) is increasing and \(u_{n}\) decreasing and both converge (in the \(L^{1}\) sense) to a mild solution of (5).

\section*{III. GLOBAL EXISTENCE FOR HARD POTENTIALS}

In this section we shall prove that for initial data close to a special local Maxwellian it is possible to construct two functions \(u_{0}\) and \(l_{0}\) which satisfy the beginning condition. As we know, local Maxwellians are given in the form
\[
\begin{equation*}
\omega(x, v, t)=(2 \pi T)^{-3 / 2} n \exp \left(-|v-u|^{2} / 2 T\right) \tag{7}
\end{equation*}
\]
where \(n=n(x, t), u=u(x, t)\), and \(T=T(x, t)\) are the fluiddynamical parameters denoting the mass density, mean velocity, and temperature of a gas (for a general discussion of local Maxwellians see Truesdell and Muncaster \({ }^{7}\) ).

For the purpose of this paper we shall assume \(u\) and \(T\) to be constant and \(n=n(x)=\exp \left(-\alpha x^{2}\right)\). Hence our local Maxwellian has the form
\[
\begin{equation*}
\omega(x, v)=c \exp \left(-\alpha x^{2}\right) \exp \left(-\beta v^{2}\right) \tag{8}
\end{equation*}
\]

Given a steady Maxwellian \(\omega\) in the form (8) we want to solve the Cauchy problem (5) in space \(L^{1}\left(R^{6}\right)\), or strictly speaking, in the subspace \(\left\{f(x, v) \epsilon L^{1}\left(R^{6}\right): 0 \leqslant f(x, v)\right.\) \(\leqslant c \omega(x, v)\}\) with an initial value \(\varphi(x, v)\), which is close to \(\omega\) in the sense that
\[
\begin{equation*}
(1-\epsilon) \omega(x, v) \leqslant \varphi(x, v) \leqslant(1+\epsilon) \omega(x, v), \tag{9}
\end{equation*}
\]
with \(\epsilon\) sufficiently small.
As we know from the previous section, the essential step in solving the Cauchy problem (5) is the construction of the beginning condition. To this purpose, let us set
\[
\begin{align*}
& u_{0}^{\#}(x, v, t)=(1+\epsilon(t)) \omega(x, v), \\
& l_{0}^{\#}(x, v, t)=(1-\epsilon(t)) \omega(x, v), \tag{10}
\end{align*}
\]
where the function \(\epsilon(t)\) will be specified later.
Due to (8), we obtain for any constants \(c_{1}, c_{2}, c_{3}\), and \(c_{4}\),
\[
\begin{align*}
& Q^{\#}\left(c_{1} l_{0}+c_{2} u_{0}, c_{3} l_{0}+c_{4} u_{0}\right) \\
& \quad=\left(c_{1} l_{0}+c_{2} u_{0}\right)^{\#} R^{\#}\left(c_{3} l_{0}+c_{4} u_{0}\right) \tag{11}
\end{align*}
\]

Applying (11) to the iteration scheme we obtain
\[
\begin{align*}
l_{1}^{\#}(t)=\varphi & +\int_{0}^{t}\left[l_{0}^{\#}(s) R^{\#}\left(l_{0}\right)(s)\right. \\
& \left.-l_{1}^{\#}(s) R^{\#}\left(u_{0}\right)(s)\right] d s, \\
u_{1}^{\#}(t)=\varphi & +\int_{0}^{t}\left[u_{0}^{\#}(s) R^{\#}\left(u_{0}\right)(s)\right.  \tag{12}\\
& \left.-u_{1}^{\#}(s) R^{\#}\left(l_{0}\right)(s)\right] d s,
\end{align*}
\]
so that \(l_{1}-l_{0}\) and \(u_{0}-u_{1}\) satisfy the following equations:
\[
\begin{align*}
&\left(l_{1}-l_{0}\right)^{\#}(t) \\
&=\varphi-l_{0}^{\#}(t)-\int_{0}^{t} l_{0}^{\#}(s) R^{\#}\left(u_{0}-l_{0}\right)(s) d s \\
&-\int_{0}^{t}\left(l_{1}-l_{0}\right)^{\#}(s) R^{\#}\left(u_{0}\right)(s) d s, \\
&\left(u_{0}-u_{1}\right)^{\#}(t) \\
&= u_{0}^{\#}(t)-\varphi-\int_{0}^{t} u_{0}^{\#}(s) R^{\#}\left(u_{0}-l_{0}\right)(s) d s  \tag{13}\\
&-\int_{0}^{t}\left(u_{0}-u_{1}\right)^{\#}(s) R^{\#}\left(l_{0}\right)(s) d s .
\end{align*}
\]

In order to prove that Eqs. (13) possess positive solutions it
is sufficient to show that the following inequalities hold:
\[
\begin{equation*}
u_{0}^{\#}(t)-\varphi-\int_{0}^{t} u_{0}^{\#}(s) R^{\#}\left(u_{0}-l_{0}\right)(s) d s \geqslant 0 \tag{14}
\end{equation*}
\]
and
\[
\begin{equation*}
\varphi-l_{0}^{\#}(t)-\int_{0}^{t} l_{0}^{\#}(s) R^{\#}\left(u_{0}-l_{0}\right)(s) d s \geqslant 0 \tag{15}
\end{equation*}
\]

Recalling the definitions of \(u_{0}^{\#}\) and \(l_{0}^{\#}\) and (9) we shall verify (14) and (15) if \(\epsilon(t)\) satisfies
\[
\begin{equation*}
\epsilon+d \int_{0}^{t} \epsilon(s)(1+\epsilon(s)) F(x, v, s) d s \leqslant \epsilon(t) \tag{16}
\end{equation*}
\]
where \(d\) is a given constant, \(\epsilon(t) \leqslant 1\) and
\[
\begin{align*}
F(x, v, t)= & \int_{D} \beta_{s}(\theta) q^{(s-4) / s} \exp \left(-\alpha|x-q s|^{2}\right) \\
& \times \exp \left(-\beta v_{1}^{2}\right) d v_{1} d \theta d \epsilon \tag{17}
\end{align*}
\]

To prove that inequality (16) has solutions we first have to analyze the function \(F(x, v, t)\).

Lemma 1: Let \(\beta_{s}(\theta)\) satisfy the "cutoff" hypothesis
\[
\begin{equation*}
\int_{0}^{\pi / 2} \beta_{s}(\theta) d \theta \leqslant c . \tag{18}
\end{equation*}
\]

Then for hard interactions \(4<s<\infty\) the following estimate holds:
\(\sup _{x, v \in R^{\prime}} \int_{t_{0}}^{t_{1}} F(x, v, r) d r \leqslant c_{P}\left(\int_{t_{0}}^{t_{1}}\left(\alpha r^{2}+\beta\right)^{(2-s) / 4} d r\right)^{4 / s}\)
for every \(t_{0}, t_{1} \geqslant 0\) and \(c_{P}\) independent of \(s\).
Proof: First, let us observe that
\[
\begin{aligned}
-\alpha \mid x & -\left.q t\right|^{2}-\beta v_{1}^{2} \\
= & -\left[\left(\alpha t^{2}+\beta\right) q^{2}-2(\alpha x t-\beta v) \cdot q+\alpha x^{2}+\beta v^{2}\right] \\
= & -\left[\left(\alpha t^{2}+\beta\right)^{1 / 2} q-(\alpha x t-\beta v) /\left(\alpha t^{2}+\beta\right)^{1 / 2}\right]^{2} \\
& -\alpha \beta(x+v t)^{2} /\left(\alpha t^{2}+\beta\right) .
\end{aligned}
\]

Using this equality and estimate (18) we get
\[
\begin{aligned}
& F(x, v, t) \\
&= \int_{D} \beta_{s}(\theta) q^{(s-4) / s} \\
& \times \exp \left(-\alpha|x-q s|^{2}\right) \exp \left(-\beta v_{1}^{2}\right) d v_{1} d \theta d \epsilon \\
& \leqslant c\left(\alpha t^{2}+\beta\right)^{(2-2 s) / s} \frac{\exp -\alpha \beta(x+v t)^{2}}{\left(\alpha t^{2}+\beta\right)} \\
& \times \int_{R^{3}} q^{(s-4) / s} \exp -\left[\frac{q-(\alpha x t-\beta v)}{\left(\alpha t^{2}+\beta\right)^{1 / 2}}\right]^{2} d q
\end{aligned}
\]

Because \((s-4) / s<1\), we can use the triangle inequality:
\[
(|a|+|b|)^{(s-4) / s} \leqslant|a|^{(s-4) / s}+|b|^{(s-4) / s}
\]
to estimate the last integral, obtaining
\[
\begin{aligned}
& \int_{R^{3}} q^{(s-4) / s} \exp -\left[\frac{q-(\alpha x t-\beta v)^{2}}{\left(\alpha t^{2}+\beta\right)^{1 / 2}}\right] d q \\
& \leqslant \int_{R^{3}}\left\{\left|\frac{q-(\alpha x t-\beta v)}{\left(\alpha t^{2}+\beta\right)^{1 / 2}}\right|^{(s-4) / s}\right. \\
&\left.+\left|\frac{(\alpha x t-\beta v)}{\left(\alpha t^{2}+\beta\right)^{1 / 2}}\right|^{(s-4) / s}\right\} \\
& \times \exp -\left[\frac{q-(\alpha x t-\beta v)}{\left(\alpha t^{2}+\beta\right)^{1 / 2}}\right]^{2} d q \\
&= \int_{R^{3}}\left|\frac{(\alpha x t-\beta v)}{\left(\alpha t^{2}+\beta\right)^{1 / 2}}\right|^{(s-4) / s} \exp \left(-q^{2}\right) d q \\
&+\int_{R^{3}} q^{(s-4) / s} \exp \left(-q^{2}\right) d q \\
& \leqslant c\left(1+\left|\frac{(\alpha x t-\beta v)}{\left(\alpha t^{2}+\beta\right)^{1 / 2}}\right|^{(s-4) / s}\right) .
\end{aligned}
\]

Hence we obtain
\[
\begin{align*}
& F(x, v, t) \\
& \leqslant c\left(1+\left|(\alpha x t-\beta v) /\left(\alpha t^{2}+\beta\right)^{1 / 2}\right|^{(s-4) / s}\right) \\
& \\
& \times\left(\alpha t^{2}+\beta\right)^{(2-2 s) / s} \\
&  \tag{20}\\
& \times \exp \left\{-\alpha \beta(x+v t)^{2} /\left(\alpha t^{2}+\beta\right)\right\} \\
& = \\
& P(x, v, t)\left(\alpha t^{2}+\beta\right)^{-(s+2) / s},
\end{align*}
\]
where
\[
\begin{aligned}
& P(x, v, t) \\
&= c\left\{\left(\alpha t^{2}+\beta\right)^{(4-s) / s}+\mid(\alpha x t-\beta v) /\right. \\
&\left.\left.\left.\left(\alpha t^{2}+\beta\right)^{3 / 2}\right|^{(s-4) / s}\right)\right\} \\
& \times \exp \left\{-\alpha \beta(x+v t)^{2} /\left(\alpha t^{2}+\beta\right)\right\} .
\end{aligned}
\]

Using inequality (20) we get
\[
\begin{aligned}
& \int_{t_{0}}^{t_{1}} F(x, v, r) d r \\
& \leqslant\left\{\int_{t_{0}}^{t_{1}} P(x, v, r)^{s /(s-4)} d r\right\}^{(s-4) / s} \\
& \times\left\{\int_{t_{0}}^{t_{1}}\left(\alpha r^{2}+\beta\right)^{-(s+2) / 4} d r\right\}^{4 / s} .
\end{aligned}
\]

To end the proof we have to show that the integral of \(P(x, v, t)\) is bounded independently of \(s\). Indeed
\[
\begin{aligned}
& \left\{\int_{t_{1}}^{t_{1}} P(x, v, r)^{s /(s-4)} d r\right\}^{(s-4) / s} \\
& \quad \leqslant \\
& \quad\left\{\left\{\int_{t_{0}}^{t_{1}}\left(\alpha r^{2}+\beta\right)^{-1} d r\right\}^{(s-4) / s}+c\left\{\int_{t_{1}}^{t_{1}}\left|\frac{(\alpha x r-\beta v)}{\left(\alpha r^{2}+\beta\right)^{3 / 2}}\right|\right.\right. \\
& \left.\quad \times \exp \left[\frac{-\alpha \beta s(x+v r)^{2}}{(s-4)\left(\alpha r^{2}+\beta\right)}\right] d r\right\}^{(s--4) / s} .
\end{aligned}
\]

The first term in the right-hand side is bounded. To prove that also the second is bounded we make the following estimate:
\[
\begin{aligned}
& \left|(\alpha x r-\beta v) /\left(\alpha r^{2}+\beta\right)^{3 / 2}\right| \\
& \quad \times \exp \left[-\alpha \beta s(x+v r)^{2} /(s-4)\left(\alpha r^{2}+\beta\right)\right] \\
& \leqslant \\
& \quad(\alpha|x| r+\beta|v|) /\left(\alpha r^{2}+\beta\right)^{3 / 2} \\
& \quad \times \exp \left[-\alpha \beta s(|x|-|v| r)^{2} /(s-4)\left(\alpha r^{2}+\beta\right)\right] \\
& = \\
& \quad \frac{d}{d r}\left\{(|x|-|v| r) /\left(\alpha r^{2}+\beta\right)\right\} \\
& \quad \times \exp \left[-\alpha \beta s(|x|-|v| r)^{2} /(s-4)\left(\alpha r^{2}+\beta\right)\right]
\end{aligned}
\]

With this inequality we obtain:
\[
\begin{aligned}
\int_{t_{1}}^{t_{1}} & \frac{(\alpha x r-\beta v)}{\left(\alpha r^{2}+\beta\right)^{3 / 2}} \left\lvert\, \exp \left[\frac{-\alpha \beta s(x+v r)^{2}}{(s-4)\left(\alpha r^{2}+\beta\right)}\right] d r\right. \\
& \leqslant \int_{-\infty}^{\infty} \exp \left[\frac{-\alpha \beta s r^{2}}{(s-4)}\right] d r \leqslant c
\end{aligned}
\]
which shows that also the second term is bounded.
Using the above lemma we can prove the following theorem.

Theorem 1: Let \(4<s<\infty\). There exists \(\epsilon(t)\) which satisfies inequality (16). Then \(l_{0}\) and \(u_{0}\) defined by (10) are the beginning condition for the system of equations (6) and the limits of sequences \(l_{n}\) and \(u_{n}\) coincide, i.e.,
\[
\begin{equation*}
\|u-l\|(t)=0 \tag{21}
\end{equation*}
\]
for every \(t \geqslant 0\).
Here, as in the rest of the paper \(\|\cdot\|\) denotes the \(L^{1}\) norm.
Proof: Let us consider the following auxiliary problem:
\[
\begin{equation*}
w_{n}(t)=2 \epsilon+M \int_{0}^{t} K_{n}(t, u) w_{n}(u) d u \tag{22}
\end{equation*}
\]
where
\(K_{n}(t, u)=-\frac{\partial}{\partial u}\left[\int_{u}^{t}\left(\alpha r^{2}+\beta\right)^{-(s+2) / 4} d r+n^{-s / 4}\right]^{4 / s}\).
The integral kernel \(K_{n}\) is bounded and continuous. Thus Eq. (22) has a bounded, differentiable solution. Differentiating this equation we obtain
\[
\begin{aligned}
w_{n}^{\prime}(t)= & M \int_{0}^{t}-\frac{\partial^{2}}{\partial u \partial t}\left[\int_{u}^{t}\left(\alpha r^{2}+\beta\right)^{-(s+2) / 4} d r\right. \\
& \left.+n^{-s / 4}\right]^{4 / s} w_{n}(u) d u \\
& +\frac{\left(\alpha t^{2}+\beta\right)^{-(s+2) / 4}}{n^{(4-s) / 4} s / 4} M w_{n}(t)
\end{aligned}
\]

Then integrating by parts we obtain
\[
\begin{align*}
w_{n}^{\prime}(t)= & 2 \epsilon M \frac{d}{d t}\left[\int_{0}^{t}\left(\alpha r^{2}+\beta\right)^{-(s+2) / 4} d r\right. \\
& \left.+n^{-s / 4}\right]_{4 / s} \\
& +M \int_{0}^{t} \frac{\partial}{\partial t}\left[\int_{u}^{t}\left(\alpha r^{2}+\beta\right)^{-(s+2) / 4} d r\right. \\
& \left.+n^{-s / 4}\right]^{4 / s} w_{n}^{\prime}(u) d u . \tag{23}
\end{align*}
\]

Equation (23) implies that \(w_{n}^{\prime}(t) \geqslant 0\), thus \(w_{n}(t)\) is an increasing function of \(t\). Hence tending with \(t\) to infinity we obtain from (22),
\[
\begin{equation*}
w_{n}(t) \leqslant 2 \epsilon M \int_{0}^{\infty} K_{n}(u) w_{n}(u) d u . \tag{24}
\end{equation*}
\]

Now, if \(\gamma_{n}(t, s)\) is the resolvent kernel associated to \(K_{n}(t, s)\), [ \(\gamma(t, s)\) is the resolvent kernel associated to \(K(t, s)]\), the method of successive approximations leads to the following bound for the solution:
\[
\begin{align*}
w_{n}(t) \leqslant w_{n}(\infty) & =2 \epsilon\left(1+\int_{0}^{\infty} \gamma_{n}(\infty, s) d s\right) \\
& \leqslant 2 \epsilon\left(1+\int_{0}^{\infty} \gamma(\infty, s) d s\right) . \tag{25}
\end{align*}
\]

On the other hand, Corollary 1 of Ref. 8, p. 53, ensures that \(\int_{0}^{\infty} \gamma(\infty, s) d s\) is bounded. Hence, choosing \(\epsilon\) sufficiently small we can make \(w_{n}(t)<1\).

Integrating (22) by parts we obtain
\[
\begin{aligned}
w_{n}(t)= & 2 \epsilon+2 \epsilon M\left[\int_{0}^{t}\left(\alpha r^{2}+\beta\right)^{-(s+2) / 4} d r\right. \\
& \left.+n^{-s / 4}\right]^{4 / s} \\
& -\frac{M}{n w_{n}}+M \int_{0}^{t}\left[\int_{u}^{t}\left(\alpha r^{2}+\beta\right)^{-(s+2) / 4} d r\right. \\
& \left.+n^{-s / 4}\right]^{4 / 2} w_{n}^{\prime}(u) d u .
\end{aligned}
\]

Since \(w_{n}^{\prime}\) is positive we can drop the term \(n^{-s / 4}\) to obtain
\[
\begin{aligned}
w_{n}(1 & +M / n) \\
\geqslant & 2 \epsilon+2 \epsilon M\left[\int_{0}^{t}\left(\alpha r^{2}+\beta\right)^{-(s+2) / 4} d r\right]^{4 / s} \\
& +M \int_{0}^{t}\left[\int_{u}^{t}\left(\alpha r^{2}+\beta\right)^{-(s+2) / 4} d r\right]^{4 / s} w_{n}^{\prime}(u) d u
\end{aligned}
\]

Then, due to Lemma 1, we have
\[
\begin{aligned}
& w_{n}(1+M / n) \geqslant 2 \epsilon+\frac{2 \epsilon M}{c_{p}} \int_{0}^{t} F(x, v, r) d r \\
&+\frac{M}{c_{p}} \int_{0}^{t}\left[\int_{u}^{t} F(x, v, r) d r\right] w_{n}^{\prime}(u) d u \\
& \geqslant 2 \epsilon+\frac{M}{c_{p}} \int_{0}^{t} F(x, v, u) w_{n}(u) d u \\
& \geqslant 2 \epsilon+\frac{M}{2 c_{p}} \int_{0}^{t} F(x, v, u) \\
& \times w_{n}(u)\left(1+w_{n}(u)\right) d u
\end{aligned}
\]

Choosing \(M\) such that \(M / 4 c_{p}>d\) [cf. (16)] and \(n \geqslant M\) we obtain:
\[
\begin{gathered}
w_{n}(t) \geqslant \epsilon+d \int_{0}^{t} F(x, v, u) w_{n}(u) \\
\times\left(1+w_{n}(u)\right) d u
\end{gathered}
\]

Therefore, if \(n>M=4 c_{p} d, w_{n}(t)\) satisfies inequality (16).
From Eqs. (6) it follows that \(\|l\|(t)\) and \(\|u\|(t)\) are bounded. Then subtracting (6b) from (6a) and tending with \(n\) to infinity we get the inequality
\[
\begin{align*}
(u-l)^{\#}(t) \leqslant & c \omega(x, v) \int_{0}^{t}\|u-l\|(r) \\
& \times \int_{D} \beta_{S}(\theta) \omega\left(x-q r, v_{1}\right) d v_{1} d \theta d \epsilon d r \tag{26}
\end{align*}
\]

Applying to (26) the Holder inequality and using (18) we obtain
\[
\left.\left.\left.\begin{array}{rl}
\| u- & l \|(t) \\
\leqslant & c \int_{0}^{t}\|u-l\|(r) F(x, v, r) d r \\
\leqslant & c
\end{array}\right] \int_{0}^{t}(\|u-l\|(r))^{s / 4} d r\right]^{4 / s}\right)
\]

Hence by the Gronwall lemma we get (21).

\section*{IV. EXISTENCE OF SOLUTIONS FOR RIGID SPHERES}

The analysis made in the preceding section does not take into account the rigid spheres model. In fact, for \(s=\infty\) inequality (16) does not hold for any \(\epsilon(t)\). On the other hand, the smallness condition (25) holds also for \(s=\infty\). This enables us to hope that the result which is true for \(s<\infty\) can be extended to rigid spheres.

To solve the initial value problem (1) for rigid spheres let us take initial data in the form
\[
\begin{equation*}
\left(l-\epsilon_{0}\right) \omega(x, v) \leqslant \varphi(x, v) \leqslant\left(1+\epsilon_{0}\right) \omega(x, v), \tag{27}
\end{equation*}
\]
where \(\epsilon_{0}\) is given by the following expression:
\[
\begin{aligned}
\epsilon_{0}^{-1}= & 2 \sup _{s} \exp \left\{M \left[\int_{0}^{\infty}\left(\alpha r^{2}+\beta\right)^{-(s+2) / 4} d r\right.\right. \\
& \left.\left.+n^{-s / 4}\right] 4 / s\right\}
\end{aligned}
\]

Let us now introduce a sequence of collision kernels which approximate the rigid sphere kernel:
\[
\begin{equation*}
B_{n}(q, \theta)=A \cos \theta \sin \theta q^{1-\exp \left(-n^{2}\right)} \tag{28}
\end{equation*}
\]
and let \(f_{n}(x, v, t)\) be a solution of the Boltzmann equation (1) with collision kernel (28) and initial data (27). Then the following lemma holds.

Lemma 2: The sequence \(f_{n}(x, v, t)\) is a Cauchy sequence in \(L^{1}\left(R^{6}\right)\) for every \(t \geqslant 0\).

Proof: Let us denote by \(Q_{n}\) and \(R_{n}\) the collision operators whose kernels are given by (28). Then for given \(n, m \geqslant n_{0}\) with \(m>n\), we have
\[
\begin{aligned}
f_{n}^{\#}(t)= & \varphi+\int_{0}^{t} Q_{n}^{\#}\left(f_{n}, f_{n}\right)(s) d s \\
& -\int_{0}^{t} f_{n}^{\#}(s) R_{n}^{\#}\left(f_{n}\right)(s) d s \\
f_{m}^{\#}(t)= & \varphi+\int_{0}^{t} Q_{m}^{\#}\left(f_{m}, f_{m}\right)(s) d s \\
& -\int_{0}^{t} f_{m}^{\#}(s) R_{m}^{\#}\left(f_{m}\right)(s) d s .
\end{aligned}
\]

Subtracting these two equations we obtain
\(\int_{R^{0}}\left|f_{m}-f_{n}\right|^{\#}(t) d x d v\)
\[
\leqslant 2 \int_{R^{\circ}}\left|\int_{0}^{t}\left[Q_{m}^{\#}\left(f_{m}, f_{m}\right)-Q_{n}^{\#}\left(f_{n}, f_{n}\right)\right](s) d s\right| d x d v
\]
\(\leqslant 2 \int_{R^{\circ}}\left|\int_{0}^{t}\left[Q_{m}^{\#}\left(f_{m}, f_{m}\right)-Q_{m}^{\#}\left(f_{n}, f_{n}\right)\right](s) d s\right| d x d v\) \(+2 \int_{R^{*}} \mid \int_{0}^{t}\left[Q_{m}^{\#}\left(f_{n}, f_{n}\right)\right.\) \(\left.-Q_{n}^{\#}\left(f_{n}, f_{n}\right)\right](s) d s \mid d x d v\).
Consider the first of the above two integrals:
\(\int_{R^{*}}\left|\int_{0}^{t}\left[Q_{m}^{\#}\left(f_{m}, f_{m}\right)-Q_{m}^{\#}\left(f_{n}, f_{n}\right)\right](s) d s\right| d x d v \leqslant c \int_{R^{\star}} d x d v \int_{0}^{t} d s\left|f_{m}^{\#}-f_{n}^{\#}\right|(s) \int_{R^{3}} d v_{1} q^{1-\exp \left(-m^{2}\right)} \omega\left(x-q s, v_{1}\right)\).
We split the last integral into two parts corresponding to \(|v|>n\) and \(|v| \leqslant n\). Then we obtain
\[
\begin{aligned}
& \int_{R^{\prime}} d x \int_{|v|>n} d v \int_{0}^{t} d s\left|f_{m}^{\#}-f_{n}^{\#}\right|(s) \int_{R^{\prime}} d v_{1} q^{1-\exp \left(-m^{2}\right)} \omega\left(x-q s, v_{1}\right) \\
& \quad \leqslant c \int_{R^{\prime}} d x \int_{|v|>n} d v \omega(x, v) \int_{R^{\prime}} d v_{1} q^{-\exp \left(-m^{3}\right)} \exp \left(-\beta v_{1}^{2}\right) \leqslant c \int_{|v|>n} d v \exp \left(-\beta v^{2}\right) \leqslant c \exp \left(-\beta n^{2} / 2\right) .
\end{aligned}
\]

For the part with \(|v| \leqslant n\) we have
\[
\int_{R^{\prime}} d x \int_{|v| \leqslant n}^{t} d v \int_{0} d s\left|f_{m}^{\#}-f_{n}^{\#}\right|(s) \int_{R^{\prime}} d v, q^{1-\exp \left(-m^{\prime}\right)} \omega\left(x-q s, v_{1}\right) \leqslant c(1+n) \int_{0}^{t} d s \int_{R^{0}} d x d v\left|f_{m}^{\#}-f_{n}^{\#}\right|(s) .
\]

To estimate the second integral in (29) we utilize the fact that \(f_{n}^{\#}(x, v, t) \leqslant 2 \omega(x, v)\). Then we proceed as follows:
\[
\begin{aligned}
& \int_{R^{\circ}}\left|\int_{0}^{t}\left[Q_{m}^{\#}\left(f_{n}, f_{n}\right)-Q_{n}^{\#}\left(f_{n}, f_{n}\right)\right](s) d s\right| d x d v \\
& \quad \leqslant c \int_{R^{\prime}} d x d v \int_{0}^{t} d s \int_{R^{,}} d v_{1}\left|q^{1-\exp \left(-m^{2}\right)}-q^{1-\exp \left(-n^{2}\right)}\right| \omega\left(x-q s, v_{1}\right) \omega(x, v) \\
& \quad \leqslant c \int_{R^{*}} d x d v \exp \left(\frac{-\alpha x^{2}-\beta v^{2}}{2}\right) \int_{0}^{t} d s \exp \left(-\alpha|x-q s|^{2}\right) q \int_{R^{3}} d q\left|q^{-\exp \left(-m^{2}\right)}-q^{-\exp \left(-n^{2}\right)}\right| \exp \left(\frac{-\beta q^{2}}{4}\right) \\
& \quad \leqslant c \int_{R^{*}} d q\left|q^{-\exp \left(-m^{2}\right)}-q^{-\exp \left(-n^{2}\right)}\right| \exp \left(\frac{-\beta q^{2}}{4}\right) .
\end{aligned}
\]

In the above inequality we used the fact that \(\beta v_{1}^{2}+\beta v^{2} / 2 \geqslant \beta q^{2} / 4\). For the last integral we have
\[
\begin{aligned}
& \int_{R^{\prime}} d q\left|q^{-\exp \left(-m^{2}\right)}-q^{-\exp \left(-n^{2}\right)}\right| \exp \left(\frac{-\beta q^{2}}{4}\right) \\
&= 4 \pi \int_{0}^{\infty} d q\left(q^{2-\exp \left(-m^{2}\right)}\right. \\
&\left.-q^{2-\exp \left(-n^{2}\right)}\right) \exp \left(\frac{-\beta q^{2}}{4}\right) \\
&= 4 \pi \int_{0}^{1} d q\left(q^{2-\exp \left(-m^{2}\right)}-q^{2-\exp \left(-n^{2}\right)}\right) \\
& \times \exp \left(\frac{-\beta q^{2}}{4}\right)+4 \pi \int_{1}^{\infty} d q\left(q^{2-\exp \left(-m^{2}\right)}\right. \\
&\left.-q^{2-\exp \left(-n^{2}\right)}\right) \exp \left(\frac{-\beta q^{2}}{4}\right) .
\end{aligned}
\]

The first integral can be evaluated straightforwardly,
\[
\begin{aligned}
& \int_{0}^{1} d q\left(q^{2-\exp \left(-m^{2}\right)}-q^{2-\exp \left(-n^{2}\right)}\right) \exp \left(\frac{-\beta q^{2}}{4}\right) \\
& \quad \leqslant \int_{0}^{1} d q\left(q^{2-\exp \left(-m^{2}\right)}-q^{2-\exp \left(-n^{2}\right)}\right) \\
& \quad \leqslant c\left\{\exp \left(-n^{2}\right)-\exp \left(-m^{2}\right)\right\} .
\end{aligned}
\]

To estimate the second integral let us observe that for \(q \geqslant 1\) we have \(q^{p-1} \leqslant p q^{p+1}, p>0\). Then
\[
\begin{aligned}
\int_{1}^{\infty} d q\left(q^{2}-\exp \left(-m^{2}\right)-q^{2}-\exp \left(-n^{2}\right)\right. & \exp \left(\frac{-\beta q^{2}}{4}\right) \\
= & \int_{1}^{\infty} d q q^{2-\exp \left(-n^{2}\right)} \\
& \times\left(q^{\exp \left(-n^{2}\right)-\exp \left(-m^{2}\right)}-1\right) \exp \left(\frac{-\beta q^{2}}{4}\right) \\
\leqslant & {\left[\exp \left(-n^{2}\right)-\exp \left(-m^{2}\right)\right] \int_{1}^{\infty} d q q^{3} \exp \left(\frac{-\beta q^{2}}{4}\right) . }
\end{aligned}
\]

Summarizing all the above estimates we obtain
\[
\int_{R^{*}} \mid \int_{0}^{t}\left[Q_{m}^{\#}\left(f_{n}, f_{n}\right)\right.
\]
\[
\left.-Q_{n}^{\#}\left(f_{n}, f_{n}\right)\right](s) d s \mid d x d v \leqslant c
\]
\[
\times\left[\exp \left(-n^{2}\right)-\exp \left(-m^{2}\right)\right] .
\]

Hence from (29) the following estimate can be derived:
\[
\begin{aligned}
& \left\|f_{m}-f_{n}\right\|(t) \leqslant c \exp \left(-a n^{2}\right) \\
& \quad+c(1+n) \int_{0}^{t}\left\|f_{m}-f_{n}\right\|(s) d s .
\end{aligned}
\]

Applying the Gronwall lemma we have
\[
\left\|f_{m}-f_{n}\right\|(t) \leqslant c \exp \left(-a n^{2}\right) \exp [c(1+n) t] .
\]

Hence tending with \(n_{0}\) to infinity we obtain the assertion of the lemma.

Now we can prove our main result.
Theorem 2: Let \(f(x, v, t)\) be the limit of the sequence \(f_{n}(x, v, t)\) which exists due to Lemma 2. Then \(f(x, v, t)\) is a unique solution of the Boltzmann equation for rigid spheres.

Proof: First, we will show that \(f(x, v, t)\) solves the Boltzmann equation in the sense of \(L^{1}\). To this end let us observe that since \(f_{n}(x, v, t) \leqslant 2 \omega(x, v)\), then also \(f(x, v, t) \leqslant 2 \omega(x, v)\). Hence we have

The first term tends to zero by definition. To prove that the second term converges to zero we have to apply similar estimates as in Lemma 2, but with \(m=\infty\).

To show that \(f(x, v, t)\) is a unique solution of the Boltzmann equation for rigid spheres let us assume that there exists another solution \(g(x, v, t)\) for which the estimate \(g(x, v, t) \leqslant c \omega(x, v)\) holds. Then subtracting \(g(x, v, t)\) from \(f(x, v, t)\) we obtain
\[
\begin{aligned}
(f-g)^{\#}(t) \leqslant & c \omega(x, t) \int_{0}^{t}\|f-g\|(r) \\
& \times \int_{D} \beta_{s}(\theta) \omega\left(x-q r, v_{1}\right) \\
& \times d v_{1} d \theta d \epsilon d r .
\end{aligned}
\]

Applying the Holder inequality we obtain:
\[
\begin{aligned}
\|f-g\|(t) \leqslant & c \int_{0}^{t}\|f-g\|(r) F(x, v, r) d r \\
\leqslant & {\left[\int_{0}^{t}(\|f-g\|(r))^{s / 4} d r\right]^{4 / s} } \\
& \times\left[\int_{0}^{t} F(x, v, r)^{s /(s-4)} d r\right]^{(s-4) / s} \\
\leqslant c & {\left[\int_{0}^{t}(\|f-g\|(r))^{s / 4} d r\right]^{4 / s} }
\end{aligned}
\]

Hence by the Gronwall lemma we obtain
\[
\|f-g\|(t)=0
\]
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Since the publication of the above article subsequent research, \({ }^{1}\) motivated by a comment of Borowiec, \({ }^{2}\) has shown that the hyper-Christoffel connection [p. 979, (2.9)] does not transform like a connection, and even worse, does not exist for most geometries. Subsequently formula (2.11) should be ignored.

From the metricity condition (1) [p. 984, (4.2)] only follows that \(w^{a}{ }_{a}=0\), it is not equivalent to (1). This in turn invalidates the lemma of Eq. (4.5), as well as Eqs. (4.8) and (4.11). The existence question of a torsion-free metric con-
nection is dealt with in Ref. 1. There it is shown that a general Bergmann manifold does not possess such a connection.

Nevertheless such a connection does exist for the geometry of the unitary groups, so that the main results of the paper remain valid.
\({ }^{1}\) C. Holm, "On the connection in Bergmann manifolds," to be published in Int. J. Theor. Phys.
\({ }^{2}\) A. Borowiec, "Some comment on geometry of hyperspin manifold," Wroclav preprint, 1988.```
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